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Abstract 

The report treats on computing cluster in the IPPT. The first part of the report is  

a user manual of the cluster. In the following, we described chosen applications con-

cerning applications of numerical methods in the computational biology, tectonophys-

ics and fluid mechanics. Finally, we depicted a few selected computer programs that 

are implemented on the cluster. 
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Streszczenie 

Praca traktuje o sposobie użytkowania klastra obliczeniowego znajdującego się  
w IPPT. Praca zawiera podręcznik użytkownika. W dalszym ciągu zostały opisane 

wybrane aplikacje dotyczące zastosowań metod numerycznych w problemach biolo-

gii obliczeniowej, tektonofizyki i mechaniki płynów. Na zakończenie podane zostały 

przykłady wybranych implementowanych programów komputerowych wraz z ich 

krótkimi opisami. 
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1  

Preface 

The IPPT PAN takes part in the project “Biocentrum Ochota – computational in-

frastructure for strategic development of the biology and medicine”. The main goal of 

the project is the creation of the computational infrastructure of the consortium Bio-

centrum Ochota. The infrastructure should allow creation and integration of the data-

bases and applications basing on existing, unique, computing services. 

There are six institutions taking part in the project: 

• Institute of Biochemistry and Biophysics Polish Academy of Sciences (the 

project coordinator) 

• Nałęcz Institute of Biocybernetics and Biomedical Engineering Polish 

Academy of Sciences 

• Nencki Institute of Experimental Biology Polish Academy of Sciences 

• Mossakowski Medical Research Centre Polish Academy of Sciences 

• Institute of Fundamental Technological Research Polish Academy of Sci-

ences 

• The International Institute of Molecular and Cell Biology 

The consortium Biocentrum Ochota possesses a unique in Poland scientific po-

tential in the field of state-of-art biological research and applications of the research 

into medicine and biotechnology. As a result of their research, the institutes belonging 

to the consortium have created numerous bioinformatics methods that are interesting 

for other research institutions, education, health service and high-tech companies.  

The cooperation of the institutes within Biocentrum Ochota creates an extraordinary 

possibility of setting up an integrated infrastructure with respect to the functionality 

and the hardware that allows for access to the applications and the databases. The 

access to the infrastructure has been limited so far, both due to shortage of the equip-

ment and the possibility of cooperation in a proper range. 
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The completing of the project has provided the development of the research meth-

odologies and better experimental data interpretation in the widely understood bio-

medicine and biotechnology. The synergy of the competencies of the participants of 

the project allowed for proposals of a range of services. They are dedicated to numer-

ous groups of the potential users, namely, physicians, entrepreneurs, academic teach-

ers, students and research scientists. In contrast to the benefits, the relatively small 

financial effort put on the project arises from the employment of the already existing 

potential accumulated in the institutions belonging to the consortium. 
The integration of the already existent computational tools is designed in such  

a way that all instruments that are provided by the particular institutions are available 

via thematic portals (BioInfo, BioMed, BioTech). The portals are addressed to the 

user’s groups (science, education, health service, industry) without the restraints of 

computational resources. The necessary hardware and software were provided, in-

stalled and put into operation. 

The system integrated distinctive services of the data processing and analytical 

devices belonging to the members of the consortium. The hardware base for the ap-

plications consists of six clusters of total computational efficiency 4 TFLOPS. The 

clusters are bonded with fast connections. The total disk space is about 4 Petabytes. 

The network allows for access to virtual workstations of on-the-fly user-defined re-

sources. This all stands for GRID type network. The entire system is accessible via 

dedicated graphic workstations from the PC’s or workstations that are connected lo-

cally in the institutional networks. The services can be used for the users who are 

outside of the institutions. The access for them is provided via VPN connections that 

are set in the local networks of the institutions. A part of the services is available from 

tablets and mobile phones. 

In the case of IPPT PAN the HPC cluster named “Grafen” has been implemented 

along with several applications and services. The cluster is the part of the Biocentrum 

Ochota grid fulfilling the assumptions of the project.  

The main role of the “Grafen” cluster for the researchers in the IPPT is a bridge 

for High Performance Computing. All of the HPC machines have a few common fea-

tures. The features are a large number of processors, the large amount of memory, 

Unix/Linux type operation systems and queuing systems. The usage of unix/linux op-

eration systems family allows for quite smooth passing from local PC-computers, 

workstations and laptops to work on HPC machines. However, the condition to work 

on them is the parallel structure of the program we wish to transfer to HPC machine. 

In the most cases, the programmer develops his application with a low number of 

cores. A few cores are available on good laptops, recently. However, again, to develop 

and test the application for a higher number of cores the programmer needs a cluster 

of processors. The cluster in IPPT serves as a platform for developing applications, 
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and executing smaller production runs. The cluster is used for training purposes during 

a course on postgraduate studies in IPPT PAN as well. 

The report consists of three main parts. The first part describes the main features 

of the cluster, the implemented tools for the software developers, the user’s handbook 

and a variety of software applications belonging to both commercial and public do-

main groups. The second part treats on applications that have been already done, under 

development or presenting the offer to the potential users. The third part of the report 

deals with the description of the software that is being developed or has already been 

developed by the researchers from IPPT PAN. This all creates the system of services 

for research teams in the Biocentrum Ochota and beyond. 

 

Tomasz A. Kowalewski 

Eligiusz Postek 
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Supercomputers 
 
Monika Milewska 
 
 
Usually supercomputers are understood as computers well above the capabilities of 
computers commonly used. This term appeared in the '60s with respect to computers 
manufactured by CDC and later by Cray. They were produced in dozens of copies and 
costed several million dollars. Today, most supercomputers are made in single copies, 
designed and custom-made, usually using mass-produced processors and other com-
ponents. The costs of their production back to a billion dollars. 
The word “supercomputer” is very often associated with the IBM supercomputer 
named Deep Blue which defeated grandmaster Gary Kasparov in 1997 and become 
the most well-known public face of supercomputers.  

But in fact, supercomputer is any computer that's one of the most powerful, fastest 

systems in the world at any given point in time. Multiple processors were linked 

together and multiple processes could be performed on the same sets of data. More 

than one central processing unit (CPU) and enormous amount of storage allows to 

accomplish more tasks at once and can access many tasks simultaneously because of 

its capability to do vector arithmetic. 

Supercomputers are necessary in nowadays world to solve problems of science 

and industry which are closely related to economic growth. Their ability to perform 

computations very rapidly, handle extremely large volumes of data and simulate and 

model results makes them priceless for a wide range of computationally intensive 

tasks of research projects in various field such as: quantum mechanics, weather fore-

casting, climate research, oil and gas exploration, molecular modelling, physical sim-

ulations. 

 History 

The history of computer-added solution problems goes back to the early 1920s but 

the evolution of computers accelerated in the 40s, when the first computing machines 

were used for military purposes during the second World War. For example British 

computer named Colossus, designed to read German Enigma encoded information, 
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could read up to 5,000 characters per second. First programmable and fully opera-

tional electromechanical German computer Z3 were used, e.g. to design the geometry 

of a German aircraft wing. ENIAC (Electronic Numerical Integrator And Computer) 

the first electronic general-purpose computer was created in USA, also at this time. It 

was Turing-complete, digital, and capable of being reprogrammed to solve a large 

class of numerical problems. ENIAC contained about 18 thousand vacuum tubes and 

1,500 relays. It weighted 27 t, took up 1800 square feet (167 m2), and consumed  

150 kW of electric power. ENIAC had no RAM memory and yet it has been used 

mainly for calculations relating to ballistics, production of nuclear weapons, weather 

forecasting, design and wind tunnel study of cosmic rays. It was also used to study 

and analyze random rounding errors. 

 

Figure 2.1.1. ENIAC supercomputer at University of Pennsylvania's Moore School of Electri-
cal Engineering. 

The new generation of supercomputers based on semiconductors appeared in to 

the late 1960s and 1970s. The supercomputers were used to utilize vector processing 

techniques which altered the way the data was processed and speeded it up. They also 

used the memory in form of magnetic cards, had integrated circuits and the transistor 

developed in MOS and LSI technology. The first supercomputer Atlas was designed 

in England in 1962. It was considered to be the most powerful computer in the world 

at that time, operating at a rate of 1 million operations per second. It’s memory struc-

ture is considered as the emergence of a new type of memory – associative memory, 

which evaluated later to contemporary RAM memory. In Poland, the construction of 

Odra 1003 began in early 1960s, and its serial production began in 1964. In that time, 

IBM created the first  personal computers with its own operating system. 
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Supercomputers of the 1980s used only a few processors, in the 1990s, machines 

with thousands of processors began to appear both in the United States and Japan, 

setting new computational performance records. By the end of the 20th century, mas-

sively parallel supercomputers were constructed with thousands of “off-the-shelf” 

processors. Significant  progress in the first decade of the 21st century caused appear-

ance of supercomputers with over 60,000 processors, reaching petaflop performance 

levels. 

 

a)   
 

b)   

Figure 2.1.2. a) ATLAS supercomputer in National Museum of American History; b) the old-
est Polish computer ODRA. 

In the last years we have been observing amazing advance of computing power 

and capabilities of supercomputers. Over the course of 7 decades of development the 
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processors have moved from measuring thousands of operations per second to quad-

rillions of floating point operations per second. PC desktop from the late 1980s was 

about 10 times as fast as the on-board computer used on the way to the Moon by 

Apollo 11 astronauts. So, what then was considered to be a supercomputer, now could 

qualified as a satisfactory calculator.  

 
Year Power Year Power 

1943 5 000 OPS 1994 170 GFLOPS 

1944 100 000 OPS 1996 368 GFLOPS 

1955 400 000 OPS 1997 1,34 TFLOPS 

1960 1,2 MFLOPS 1999 2,38 TFLOPS 

1964 3 MFLOPS 2000 7,23 TFLOPS 

1969 36 MFLOPS 2002 35,86 TFLOPS 

1974 100 MFLOPS 2004 70,7 TFLOPS 

1976 250 MFLOPS 2005 280,6 TFLOPS 

1981 400 MFLOPS 2007 478,2 TFLOPS 

1983 941 MFLOPS 2008 1,1 PFLOPS 

1984 2,4 GFLOPS 2009 1,76 PFLOPS 

1985 3,9 GFLOPS 2010 2,5 PFLOPS 

1989 10 GFLOPS 2011 10,5 PFLOPS 

1990 23,2 GFLOPS 2012 17,59 PFLOPS 

1993 143 GFLOPS 2014 33,86 PFLOPS 

 
Table 2.1.1. Development of supercomputers power from the 40's to the present day, number 
of operations (OPS) and floating-point operations (FLOPS). 

 TOP 500 List 

Since June of 1993, the TOP500 List has been presenting information on the 

world’s 500 most powerful commercially available computer systems. It provides  

a resource for tracking and detecting supercomputing trends. Twice yearly TOP500, 

a new list of the 500 fastest computers is announced. It gives us the opportunity to 

observe just how rapidly the computer industry moves forward.  

TOP500 currently relies on the Linpack benchmark – a specific set of criteria, 

which involves running a supercomputer through several dense linear equations and 

measuring its response times. That version of the benchmark allows the user to scale 

the size of the problem and to optimize the software in order to achieve the best per-

formance for a given machine. This performance reflect the performance of a dedi-

cated system for solving a dense system of linear equations. Since the problem is very 

regular, the performance achieved is quite high, and the performance numbers give  
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a good correction of peak performance. Although an alternative testing method is in 

the works.  

2.2.1. Top 10 Supercomputers 

Processing power of supercomputers is rated in FLOPS (short for floating-point 

operations per second). A floating-point operation is basically a computation using 

fractional numbers, so flops is a measurement of how many of these operations can 

be performed per second. Presently, performance of top supercomputers are measured 

in petaflops. The first system to break the 10-petaflop barrier was Japan's K Computer 

in early 2012. The major supercomputing locations are usually in the United States, 

Japan, Europe and China which are the leaders in this field (Fig.2.2.1). 

 

 

Figure 2.2.1. Pie chart showing share of supercomputers by countries from TOP500 super-
computers as of November 2014 [source: TOP500, Nov.2014]. 

 

Here are the champions at the end of 2014. 

 

United States – 43.6% China – 16.6%
Japan – 8% United Kingdom – 4.9%
France – 4.5% Germany – 6.4%
South Korea – 0.8% India – 1%
Australia – 1.5% Russia – 1.6%
Others – 11.2%
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• #10:  Cray CS-Storm (United States) 

Site Government 

Manufacturer and vendor Cray Inc. 

Cores: 72,800 

Rmax - Maximal LINPACK performance achieved  3,577 TFlop/s 

Rpeak - Theoretical Peak Performance 6,131.84 TFlop/s 

Nmax - Problem size for achieving Rmax 2,336,000 

Power 1,498.90 kW 

Memory  

Processor Intel Xeon E5-2660v2 10C 2.2GHz 

Interconnect Infiniband FDR 

Operating System Linux 

 

# 9: Vulcan (United States) 

 

Site DOE/NNSA/LLNL 

Manufacturer and vendor IBM 

Cores: 393,216 

Rmax - Maximal LINPACK performance achieved  4,293.31 TFlop/s 

Rpeak - Theoretical Peak Performance 5,033.16 TFlop/s 

Nmax - Problem size for achieving Rmax 1,972.00 kW 

Power 1,972.00 kW 

Memory 393,216 GB 

Processor Power BQC 16C 1.6GHz 

Interconnect Custom Interconnect 

Operating System Linux 
 

The Vulcan supercomputer is one of two in the top 10 operating at the U.S. De-

partment of Energy's National Nuclear Security Administration (NNSA) at the Liver-

more National Laboratory (LLNL) in California. Vulcan is open up to U.S. businesses 

for collaborative work on projects that will increase scientific and technological ad-

vancement, improve U.S. competitiveness and enhance the high-performance compu-

ting (HPC) workforce, all in exchange for a share of the operational costs. Vulcan is 

also intended for collaboration with academic and research institutions in areas such 

as energy, security, atmospheric science and bioscience. Since the end of 2013 it has 

been placed on the 9th position. 
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• # 8: JUQUEEN (Germany) 
 

Site Forschungszentrum Juelich 

(FZJ) 

Manufacturer and vendor IBM 

Cores: 458,752 

Rmax - Maximal LINPACK performance achieved  5,008.86 TFlop/s 

Rpeak - Theoretical Peak Performance 5,872.03 TFlop/s 

Nmax - Problem size for achieving Rmax  

Power 2,301.00 kW 

Memory 458,752 GB 

Processor Power BQC 16C 1.6GHz 

Interconnect Custom Interconnect 

Operating System Linux 

 

While many computers on the list have been in function for the last couple years, 

JuQUEEN was built in 2012 as a replacement for another system, JUGENE, which 

was the ninth fastest system on the November 2010 TOP500. 

Researchers at the Jülich-Aachen Research Alliance can submit proposals for pro-

jects to justify using some of JuQUEEN's cores, and if approved, they get some time 

with one of the most powerful supercomputers in the world. Time on this and two 

other powerful German supercomputers, can be requested through the Gauss Centre 

for Supercomputing (GCS) and the Partnership for Advance Computing in Europe 

(PRACE). 

With that computing power, Jülich has become a computational and research sim-

ulation center for many disciplines: quantum systems, climate science, plasma phys-

ics, biology, molecular systems, and mathematical modeling and algorithms. Since 

the end of 2013 JuQUEEN has been placed on the 8th position. 

 

• # 7: Stampede (United States) 
 

Site Texas Advanced Computing Center/ 

University of Texas 

Manufacturer and vendor Dell 

Cores: 462,462 

Rmax - Maximal LINPACK performance achieved  5,168.11 TFlop/s 

Rpeak - Theoretical Peak Performance 8,520.11 TFlop/s 

Nmax - Problem size for achieving Rmax 3,875,000 

Power 4,510.00 kW 

Memory 192,192 GB 

Processor Xeon E5-2680 8C 2.7GHz 

Interconnect Infiniband FDR 

Operating System Linux 
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Stampede, funded by the National Science Foundation Grant ACI-1134872 and 

built in partnership with Intel, Dell and Mellanox, went into production on January 7, 

2013. Since that time, Stampede has been open for use by scientists and other re-

searchers in all fields as part of the NSF's Extreme Science and Engineering Discovery 

Environment (XSEDE) program, a virtual system for openly sharing the computing 

power of 16 supercomputers and related resources. Ninety percent of the system is 

dedicated to XSEDE and the rest is at the discretion of the TACC's director. Qualified 

researchers at any U.S. institution can submit proposals via the XSEDE Web site. 

Since the end of 2013 it has been placed on the 7th position. 

 

• # 6: Piz Daint (Switzerland) 
 

Site Swiss National Supercomputing 

Centre (CSCS) 

Manufacturer and vendor Cray Inc. 

Cores: 115,984 

Rmax - Maximal LINPACK performance achieved  6,271 TFlop/s 

Rpeak - Theoretical Peak Performance 7,788.85 TFlop/s 

Nmax - Problem size for achieving Rmax 4,128,768 

Power 2,325.00 kW 

Memory  

Processor Xeon E5-2670 8C 2.6GHz 

Interconnect Aries interconnect 

Operating System Cray Linux Environment 

 

Piz Daint resides at the Swiss National Supercomputing Centre (CSCS) and will 

be put to use modeling weather and climate patterns and performing scientific com-

putation in a variety of other fields. 

The Piz Daint is also one of the most energy efficient supercomputers, with an 

efficiency level of 3,185.9 megaflops per watt (MFLOPS/W) [sources: Green500]. 

It's the only supercomputer to make the top 10 both in the TOP500 and GREEN500 

lists. GREEN500 takes all the supercomputers in the TOP500 list and ranks them by 

energy efficiency. Piz Daint's hybrid architecture, which uses both traditional CPUs 

(central processing units) and more energy-efficient GPUs, helps keep its energy us-

age low. Since the end of 2013 it has been placed on the 6th position. 
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• # 5: Mira (United States) 
 

Site DOE/SC/Argonne National 

Laboratory 

Manufacturer and vendor IBM 

Cores: 786,432 

Rmax - Maximal LINPACK performance achieved  8,586.61 TFlop/s 

Rpeak - Theoretical Peak Performance 10,066.3 TFlop/s 

Nmax - Problem size for achieving Rmax  

Power 3,945.00 kW 

Memory  

Processor Power BQC 16C 1.6GHz 

Interconnect Custom Interconnect 

Operating System Linux 

The supercomputer was constructed by IBM for Argonne National Laboratory's 

Argonne Leadership Computing Facility with the support of the United States Depart-

ment of Energy, and partially funded by the National Science Foundation. Mira will 

be used for scientific research, including studies in the fields of material science, bio-

sciences climatology, transportation seismology, and computational chemistry. 

Researchers who submit proposals for the Innovative and Novel Computational 

Impact on Theory and Experiment program (INCITE) through the U.S. Department 

of Energy's Office of Science can claim processor time on Mira. Argonne's computing 

program is open to so many researchers outside of the DOE (United States Department 

of Energy) who can apply for time on Argonne's system, and they're awarded a set 

number of hours on the system. Sixty percent of the computer's capacity goes to their 

research, while 30 percent goes towards the Advanced Science Computing Research 

Leadership Computing Challenge. The final 10 percent is reserved for urgent, time-

sensitive computations. Since the end of 2013 it has been placed on the 5th position. 

 

• # 4: K computer (Japan) 
 

Site RIKEN Advanced Institute for 

Computational Science (AICS) 

Manufacturer and vendor Fujitsu 

Cores: 705,024 

Rmax - Maximal LINPACK performance achieved  10,510 TFlop/s 

Rpeak - Theoretical Peak Performance 11,280.4 TFlop/s 

Nmax - Problem size for achieving Rmax 11,870,208 

Power 12,659.89 kW 

Memory 1,410,048 GB 

Processor SPARC64 VIIIfx 8C 2GHz 

Interconnect Custom Interconnect 

Operating System Linux 
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Fujitsu's K computer, named for the Japanese word ”kei” (京), meaning 10 quad-

rillion (1016), is the only supercomputer in Japan that made the top 10. It was the 

fastest supercomputer in the world on  both 2011 lists, but has since been placed on 

the 4th position. It had just become the first computer to surpass the 10-petaflop bar-

rier. 

 The K computer is located at Japan's RIKEN Advanced Institute for Computa-

tional Science, where it performs scientific operations including global disaster pre-

vention, meteorology and medical research. Riken's research teams use computer sim-

ulation to study and predict biological processes in the human body at the molecular, 

genetic, cellular and organ levels. For example, simulation of the human heart which 

had taken two years, for instance, is accomplished in just one day. Obtaining heart 

simulations in a short time is expected to contribute to the field of cardiology by gain-

ing a more accurate understanding of heart disease mechanisms. Also, K computer 

can provide a breakthrough in the area of drug discovery. 

Unlike many of the other supercomputers on the list, it doesn't run on IBM archi-

tecture. The K computer uses Fujitsu's own SPARC64 VIIIfx octo-core processors. 

Its 705,000 computer cores help it churn through operations at an incredible pace. 

K computer is being used in a broad range of fields including drug discovery, 

earthquake/tsunami research, weather forecasting, space science, manufacturing and 

material development. K computer is openly available for use by researchers through-

out the world. Many scientists and technical researchers from institutes, universities 

and industry are currently using the K computer. Software is continually being devel-

oped and ported to K. The supercomputer is becoming useful in even more areas. K’s 

fast calculation speed allows high-resolution simulations which had not been possible 

before, leading to new discoveries and the opening of new research fields.  

 

• # 3: Sequoia (United States) 
 

Site DOE/NNSA/LLNL 

Manufacturer and vendor IBM 

Cores: 1,572,864 

Rmax - Maximal LINPACK performance achieved  17,173.2 TFlop/s 

Rpeak - Theoretical Peak Performance 20,132.7 TFlop/s 

Nmax - Problem size for achieving Rmax  

Power 7,890.00 kW 

Memory 1,572,864 GB 

Processor Power BQC 16C 1.6GHz 

Interconnect Custom Interconnect 

Operating System Linux 
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Sequoia was the top ranked supercomputer on the June 2012 TOP500 list, but 

dropped to No. 2 in November 2012, and now rests at No. 3. It is a petascale Blue 

Gene/Q supercomputer constructed by IBM for the National Nuclear Security Admin-

istration as part of the Advanced Simulation and Computing Program (ASC). 

In January 2013, the Sequoia sets the record for the first supercomputer using 

more than one million computing cores at a time for a single application. The Stanford 

Engineering Center for Turbulence Research (CTR) used it to solve a complex fluid 

dynamics problem – the prediction of noise generated by a supersonic jet engine and 

also simulating nuclear explosions. Sequoia is also used for nuclear weapon security 

and to make large-scale molecular dynamics calculations. Since 2013 it has been 

placed on the 3rd position. 

 

# 2: Titan (United States) 

 

Site DOE/SC/Oak Ridge National  

Laboratory 

Manufacturer and vendor Cray Inc. 

Cores: 560,640 

Rmax - Maximal LINPACK performance achieved  17,590 TFlop/s 

Rpeak - Theoretical Peak Performance 27,112.5 TFlop/s 

Nmax - Problem size for achieving Rmax  

Power 8,209.00 kW 

Memory 710,144 GB 

Processor Opteron 6274 16C 2.2GHz 

Interconnect Cray Gemini interconnect 

Operating System Cray Linux Environment 

 

Titan is located at the Oak Ridge National Laboratory (ORNL) run by the Oak 

Ridge Leadership Computing Facility (OLCF). Titan nabbed the No. 1 spot on the 

Top500 the month after it was deployed in late 2012, but dropped down to No. 2 in 

the June 2013 rankings, where it remains. 

Titan is one of two supercomputers in the top 10 that incorporates NVIDIA GPUs 

to increase performance while keeping the power consumption lower than it would be 

for a similarly powerful all-CPU system. Utilizing the GPUs to run applications at the 

speed of which the system is capable requires a new approach to programming its 

software, however. To address this, the OLCF has partnered with Cray and NVIDIA 

to create the Center for Accelerated Application Readiness (CAAR), which is hard at 

work coming up with best practices for code development. 
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The Titan uses a combination of CPUs by AMD and GPUs by NVIDIA to conduct 

research for the U.S. Department of Energy, including studying the effect of extending 

the life cycles of nuclear power plants, the viability of new biofuels, population dy-

namics, development of solar technology and climate change modeling. Titan is avail-

able for any scientific purpose; access depends on the importance of the project and 

its potential to exploit the hybrid architecture. As with Mira, researchers can submit 

proposals through the U.S. Department of Energy's INCITE. 

 

# 1: Tianhe-2 (MilkyWay-2) (China) 

 

Site National Super Computer Center  

in Guangzhou 

Manufacturer and vendor NUDT 

Cores: 3,120,000 

Rmax - Maximal LINPACK performance achieved  33,862.7 TFlop/s 

Rpeak - Theoretical Peak Performance 54,902.4 TFlop/s 

Nmax - Problem size for achieving Rmax 9,960,000 

Power 17,808.00 kW 

Memory 1,024,000 GB 

Processor Intel Xeon E5-2692v2 12C 2.2GHz 

Interconnect TH Express-2 

Operating System Kylin Linux 

  

 

The Tianhe-2 (Tianhe-2 or TH-2 (Chinese: 天河-2; pinyin: tiānhé-èr; literally: 

“Heavenriver-2”, that is, “Milky Way 2”) and since 2013 it has been placed on the 
1st position. 

 The development of Tianhe-2 was sponsored by the 863 High Technology Pro-

gram, initiated by the Chinese government, the government of Guangdong province, 

and the government of Guangzhou city. It was built by China's National University of 

Defense Technology (NUDT) in collaboration with the Chinese IT firm Inspur. 

TH-2 is used for education and research. Tianhe-2 runs on a custom version of the 

Ubuntu Linux operating system called Kylin (freely available, open-source operating 

system tailored specifically for Chinese users), which was developed through a part-

nership between the NUDT, the China Software and Integrated Circuit Promotions 

Centre (CSIP) and Canonical (creators of Ubuntu).  
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 Supercomputers in Poland 

Today, it is very difficult to point out any field of science or technology that would 

not use supercomputers. In Poland, as in other countries, the main beneficiaries of the 

supercomputer power are particle physics, quantum chemistry and molecular biology 

as well as materials science, medicine and finally numerical weather forecast. These 

machines are used by scientists involved in national and international research pro-

jects, for example the recent discovery of the Higgs boson was made in cooperation 

with Polish scientists using Polish supercomputers.  

So far, the fastest supercomputers in Poland have been installed mainly in univer-

sity computing centers, such as Gdansk TASK (supercomputer Galera), Poznan Su-

percomputing and Networking Center in Institute of Bioorganic Chemistry and Cra-

cow Cyfronet (supercomputer Zeus). But, it also happened that some machines were 

introduced on TOP500 list Polish by private companies, e.g., Cluster Platform of Al-

legro Group, the popular auction portal. 

There are several computing centers in Poland which offer their computing power 

for the research purposes: 

 

• Wroclaw Center for Networking and Supercomputing (WCSS) 

One of WCSS main activities is to provide computing clusters for scientific 

research. These clusters are referred to as High Performance Computers 

(HPC). The use of WCSS High Performance Computers is free of charge and 

is done on the basis of so called computing grants. The grants applications are 

accepted on a prescribed basis. The parameters of the computing infrastruc-

ture with the data storage system are: 

system performance 72,5 TFlops 

operating memory 14,5 TB 

disk capacity 895 TB 

mass storage 2,82 PB 

 

• Poznan Supercomputing and Networking Center (PCSS) 

High Performance Computing centre within PSNC: provides computing 
power, disc space and archiving systems for science, business and public in-
stitutions. It appeared on the TOP500 list of the most powerful computing 
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systems in the world. The computing capacity includes systems with distrib-
uted and shared memory of varied architectures (parallel vector, multi-pro-
cessor SMPs and clusters) connected with fast local networks (InfiniBand, 
Gigabit Ethernet and FastEthernet). 

system performance 310 TFlops 

operating memory 156 TB 

disk capacity 153 TB 

mass storage 672 TB 

• Academic Computer Centre CYFRONET AGH, Cracow 

Academic Computer Centre CYFRONET AGH was established by the Na-
tional Committee for Scientific Research as the unit leader in the operation 
and expansion of the hardware base of the high performance computers 
(HPC).  CYFRONET provides the scientific community with computing 
power as well as disk and tape storage resources. 

Zeus Group: Zeus Zeus vSMP Zeus GPGPU Zeus BigMem 

system performance 169 TFlops 8 TFlops 136 TFlops 61 TFlops 

operating memory 23 TB 6 TB 3,6 TB 26 TB 

cores 17516 768 528 6656 

• Interdisciplinary Centre for Mathematical and Computational Modelling, 
University of Warsaw 

Centre participates in many projects and initiatives, national and international, 
in which its competence and computing resources are provided for the scien-
tific community creating also the conditions for participation in projects of 
international scope. Centre offers powerful computers – including several 
thousand processors in the AMD machines, Intel, IBM BlueGene (see Blue-
Gene on following pages), Power7. The own specialized softwares are in-
stalled on the machines computing center or supported through national li-
censes (more information: http://www.icm.edu.pl). 

• Academic Computer Centre in Gdansk (CI TASK) 

The Supercomputers Group maintains and manages all modern computers 
(IBM, SGI, SUN, clusters) installed in CI TASK. They are equipped with  
a high-capacity archivisation system (ATL, HP, and EXABYTE). A very rich 
software installed on computers of the Centre (34 professional packages) 
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makes it possible to perform large scale calculations in various fields of sci-
ence and technology. The group also delivers expert advice in software and 
servers security. Its latest achievement is the SGI cluster project that resulted 
in effective supercomputer workload. 

Computer: Galera 

system performance 50 TFlops 

operating memory 10752 GB 

disk capacity 107,5 TB 

cores 5376 

2.3.1. Polish TOP500 

Supercomputers of the TOP 500 are significantly different from each other and 

their performance is not always the most significant value. Among them, there are 

ones supporting the accelerators, such as NVIDIA Tesla PHI Xeon or AMD Fire-

Stream. Their architecture – despite of enormous theoretical computing power – has 

a number of hardware limitations and very narrow range of applications. 

In Poland, investments in infrastructure are necessary to keep pace with the global 

economy. The computing power is developed in supercomputing centres to assure the 

stable development of research groups benefiting from the supercomputers. 

Two Polish supercomputers were on the list of 500 fastest in the world released in 

November 2014. The best one in Poland is Zeus cluster of Academic Computer Center 

Cyfronet at AGH University of Science and Technology. It took 211th place. Second 

Polish supercomputer on the is BlueGene/Q from Interdisciplinary Centre for Mathe-

matical and Computational Modelling, University of Warsaw. It took 342th place.  
 

 

Figure 2.3.1. Presence of Polish supercomputers on TOP500 list. 
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# 1 in Poland: Zeus (Cracow), ranked 81 in 2011, 211 in 2014. 

 

Site Cyfronet 

Manufacturer and vendor Hewlett-Packard 

Cores: 25,468 

Rmax - Maximal LINPACK performance 

achieved  

266.942 TFlop/s 

Rpeak - Theoretical Peak Performance 373.89 TFlop/s 

Nmax - Problem size for achieving Rmax  

Power  

Memory 60 TB 

Processor Xeon X5650 6C 2.66GHz 

Interconnect Infiniband QDR 

Operating System Linux 

 

Cluster Zeus is composed of more than one thousand three hundred individual 

blade Hewlett-Packard servers, interconnected by Infiniband network of speeds 

40 Gb/s. Some of the servers are equipped with GPGPU NVIDIA cards, what allows 

faster computation in case of selected scientific algorithms. The Zeus is working under 

supervision of Scientific Linux operating system – an European-American 

GNU/Linux distribution, based on Red Hat Linux and aimed at scientific applications. 

The new devices use technology of cooling microprocessors with liquid directly on 

supercomputer boards. 

According to Cyfronet estimates, computing power of Zeus allows it to perform 

more than 370 trillion mathematical operations per second what corresponds to the 

power of more than 20 thousand standard PCs. Number of computational tasks per-

formed by Zeus per year exceeded 8,000,000. 

Scientists from all over Poland can use its enormous power to solve increasingly 

complex computational problems. Supercomputer Zeus is used for example for mod-

eling energy projects, calculations in the development of high energy physics (e.g. in 

the work for CERN) and the complex calculations in chemistry, biology and nano-

technology. It also helps in research on the properties of the materials necessary for 

the production of fuel cells, analgesics, on effects of gamma radiation used in cancer 

therapy in order to minimize the intensity of radiation from the simultaneous maximi-

zation of the effect of treatment, and many others. Access to resources is free of charge 

for all persons conducting scientific activity. 

Supercomputer Zeus is a part of a national grid infrastructure created within the 

PL-Grid project (co-funded by the European Regional Development Fund as part of 

the Innovative Economy program). 
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# 2 in Poland: BlueGene/Q Nostromo (Warsaw), ranked 143 in 2011, 342 in 
2014. 
 

Site ICM, University of Warsaw 

Manufacturer and vendor IBM 

Cores: 16,384 

Rmax - Maximal LINPACK performance 

achieved  

188.967 TFlop/s 

Rpeak - Theoretical Peak Performance 209.715 TFlop/s 

Nmax - Problem size for achieving Rmax 1,409,023 

Power 82.19 kW 

Memory 16 TB 

Processor Power BQC 16C 1.6GHz 

Interconnect Custom Interconnect 

Operating System Linux 

 

Nostromo – a supercomputer which operates in Interdisciplinary Centre for Math-

ematical and Computational Modelling at University of Warsaw – was ranked on 

342th place among other TOP500 machines worldwide. The system consists of a pro-

cessing unit of IBM's Blue Gene / Q equipped with 1024 compute nodes. 

Currently Nostromo is the most energy-efficient computer in Poland, ranked at 

28th position according to the Green500 list released on November 2014 (for compar-

ison Tianhe-2 took 64th place Sequoia – 48th and Zeus– 440th) with a score of ca 

2,3 GFlops per watt power consumption.  

It’s one of Europe's largest computing environments for research in biomedicine 

and biotechnology eg. to carry out large-scale simulation in biomolecular modelling 

and neurobiology.  

Nostromo system was purchased and installed within the Project Center for Pre-

clinical Research and Technology (CePT) which is the largest biomedical and bio-

technological project in the Central and Eastern Europe. The aim of the project is to 

create a Warsaw scientific center consisting of closely cooperating environmental re-

search centers, in which the research would be focused on the most common lifestyle 

diseases, in particular cancers, neurological, cardiovascular diseases associated with 

aging. CePT is also co-funded by the European Regional Development Fund as part 

of the Innovative Economy program. 
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CIS Supercomputer  (Swierk) 
 

Site Swierk Computing Center (CIS), Na-

tional Center for Nuclear Research 

Manufacturer and vendor HP 

Cores: ultimately up tp 20,000 

Rmax - Maximal LINPACK performance achieved   

Rpeak - Theoretical Peak Performance ultimately up to 500 TFlop/s 

Power  

Memory ultimately  up to 130 TB 

Processor 1800 Intel Xeon E5-2680v2 oraz 120 

AMD Opteron 6276 

Interconnect Infiniband QDR 

Operating System Cray Linux Environment 

 

Supercomputer from NCBJ officially started on November 13, 2014 and became 

one of the largest computer clusters in Poland. Its performance up to 500 TFlop/s 

would be enough to put CIS' among the top 100 supercomputers in the world, accord-

ing to the TOP500 list. 

Similar like majority of modern nuclear reactors the supercomputer’s hardware is 

cooled down with hot water. That innovative approach is unique not only in Poland, 

but also in Europe and it allows to maximize the use of available computational re-

sources, and simultaneously to significantly lower supercomputer operational costs. 

This hot-water-based solutions turned out to be extremely efficient: using just  

12–20 kW electric power. It is capable to dissipate 600 kW thermal power and because 

of it that technique is recommended by European Commission as the target solution 

for any future large computational facility. 

It's no coincidence that the facility is based next to the National Centre for Nuclear 

Research. The main target of the CIS project is to support the Polish energy sector, 

specifically for nuclear power in  line with the Polish Nuclear Power Programme. 

Supercomputer applications in that field include design/optimization calculations for 

power generation/distribution facilities/networks, nuclear reactor safety analyses (for 

example, safety analyzes and models of various types of reactors), radiation protection 

monitoring/threat simulations, support for crisis management decision-makers. An 

important area of application of this supercomputer will be also research and devel-

opment in the areas associated with nuclear and conventional energetics, as well as 

other research on complex systems, physics of fundamental interactions and astro-

physics. It also helps in the processing of data from experiments performed at the 

famous Large Hadron Collider near Geneva. 

The project is co-funded from European Regional Development Fund within 

framework of the Innovative Economy Operational Programme (over 83 million 



Supercomputers in Poland 33 

PLN) and a target subsidy from Ministry of Science and Higher Education (over 14.5 

million PLN). 

CIS supercomputer is available for scientific purpose. Researchers can submit 

proposals through the Swierk Computing Center (templates of applications are avail-

able on the www.cis.gov.pl) and after positive verification of such an application the 

access to resources is granted. 

2.3.2. New Polish investments 

Gdańsk University of Technology is planning to build up a supercomputer worth 

PLN 30 million by the end of 2014, which will be the first machine in Poland capable 

of performing a quadrillion mathematical operations per second.  

 This supercomputer will be the central part of the project Centre of Excellence 

for Scientific Application Manufacturing Infrastructure at Gdańsk University of Tech-

nology. It will be used in many fields – from physics and chemistry to medicine, for 

example for  the analysis of sound recordings and images. In endoscopy the computer 

will analyze the recordings from gastrointestinal tract examinations and identify im-

ages that suggest the occurrence of adverse changes in the body. Other new technol-

ogies can be in the field of energy (shale gas), the environment (level and water pol-

lution). 

Part of the costs will be covered from European Regional Development Fund 

within framework of the Innovative Economy Operational Programme. 

These ambitious plans is already being followed by another supercomputing pro-

ject named Prometheus, from the AGH University of Science and Technology in Cra-

cow. It should be completed in the first decade of January 2015. Its theoretical perfor-

mance will reach nearly 1.7 petaflops (1 PFLOPS is 10 to the power of 15 operations 

per second) – four times more than Zeus, the current supercomputer utilized by the 

Cracow University. According to TOP500 list, the new computer will be among the 

30 fastest in the world and the 12 fastest in Europe. 

This new supercomputer will represent the world’s largest installation of HP 

Apollo 8000 servers connected by lighting – fast Infiniband broadband, capable of 

running at speeds of 56 Gb/s. It will be connected to two file systems with a total 

capacity of 10 PB and 150 GB/s bandwidth. The computer’s efficiency will be ensured 

by 41,000 Intel Haswell-EP CPUs and 215 DDR4 TB of working memory. 

Prometheus will be also one of the most energy-efficient computers in its class, 

because of its innovative liquid-cooled design. It will consume approximately 

650 kW, which is only about 25 percent more than Zeus. 

Prometheus will be used for research from such areas as chemistry, physics, as-

trophysics, biology, power industry, technology, nanotechnology and medicine. As in 
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the case of Zeus, scientists will have the access to the Prometheus resources free of 

charge. 

Project costs are fully funded from European Regional Development Fund within 

framework of the Innovative Economy Operational Programme. 

  

Figure 2.3.2. Growth of computing power of Polish supercomputers. 

 Future of supercomputers 

In 2008, the IBM Roadrunner broke the one-petaflop barrier: one quadrillion op-

erations per second. Cray began work on a successor to the supercomputer Titan XC30 

machine called Cascade, which achieved a performance of 100 PFLOPS. IBM an-

nounced that their architecture Blue Gene / Q achieves 100 PFLOPS. 

Another milestone is exaflop computer – being currently at development. It should 

be constructed by 2019 – performing at 10^18 FLOPS, i.e. a thousand times faster 

than the petaflop computers. 

According to Intel Corporation, the current growth rate of the computing speed 

will be maintained until at least 2029 years, when the rise of computers performance 

would achieve zettaflops (1021 tryliard FLOPS). 

Supercomputers are rare and expensive resources that should be used not to ac-

commodate the largest number of users or the highest computing power, but to be able 

to effectively solve the largest, most difficult, and most important scientific problems. 
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 Short history of IPPT computational resources 

The first “supercomputer” Odra 1204 was installed at the Institute of Fundamental 

Technological Research of the Polish Academy of Sciences in 1972. The implemen-

tation of the new methodology of doing Science, on the basis of numerical simula-

tions, was introduced with great passion by Prof. Jacek Mączyński, head of the Nu-

merical Calculations Laboratory at the Institute. Since 1984 computer Odra became 

technologically obsolete and was gradually replaced by semi-legally imported (be-

cause of embargo) Minicomputers ZX Spectrum and Commodore 64, which had 

found many applications in numerical computation or to control experiments. At the 

time in the group of Prof. Bogusław Radziszewski the new operating system Warsaw 

Basic was developed at IPPT, significantly extending the computational capabilities 

of C64. 

In 1992 another computational system based on Sun Cluster, theoretically allow-

ing multiprocessor calculations was created. However, imperfect system of Ethernet 

quickly discouraged prospective users and the system has been superseded by indi-

vidual IBM compatible PC computers. In 2005 on the basis of these resources, a mul-

tiprocessor cluster-based operating system OpenMosix  was built, which until 2010 

has successfully enabled the realization of a relatively complex calculations in fluid 

mechanics [more info: http://fluid.ippt.gov.pl/mosix/TheopenMosix.pdf]. Recent im-

portant step towards digitization of IPPT is launched in 2013 by instalment of the 

Grafen cluster. We do hope it wouldn’t be the last investment, as the progress in the 

computer industry is astonishing fast. 

 

Prepared on the basis of the materials available on the Internet.



 



 

3  

Grid computing 
 
Rafał Gawlik   

 Differences between grid and cluster 

Grid computing is the collection of computer resources from multiple locations 

connected together to provide computing service. Grid can be thought of as a powerful 

virtual computer, created by connection of many systems sharing different recourses. 

Concepts of grid and cluster are often confused. In both cases, we are dealing with 

systems consisting of multiple computers. What distinguishes the grid computing 

from the cluster type system is that the grid is more loosely coupled, heterogeneous, 

and geographically dispersed. Whereas the cluster usually consists of servers located 

in one place and supported by a single operating system. 

Characteristic of the cluster system 

• strongly integrated, 

• single operating system on all machines, single operating system image, 

• centralized management and shared job queue, 

• basically designed to provide one type of service. 

Characteristic of the grid system 

• weakly integrated, 

• consists of different machines and system controlled by different operat-

ing systems, 

• distributed management, 

• usually covers a wide range of services. 

A single computer in the cluster system is called node. There are compute nodes 

or service nodes which do not affect the cluster efficiency, but they provide services 

necessary to cluster’s proper operation, e.g., managing services, disc services, access 

services. 

The origins of grid systems are big networks consisting of thousands of PCs. One 

of the first grid system was SETI@home, which allowed each Internet user to partic-

ipate in the search of extraterrestrial civilizations signals, using their PCs. 
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The grid is the form of distributed computer system, whereas – in some cases – 

grid processing might be treated as parallel processing based on complete computers 

connected to network by conventional link e.g. Ethernet type. That distinguishes grid 

from supercomputer, which consists of many cores or processors connected by dedi-

cated large capacity data bus. 

The size of the grid varies a considerable amount – from small ones, limited to 

local company or institution network to big, public grids, based on cooperation of 

many institutions and computer networks. Grid technologies are used to solve scien-

tific problems, which is often supported by volunteers connected to the grid. They are 

also used in a commercial way such as new medicine search, economic forecasts, 

seismic analyses and e-commerce backoffice processing or web services. Nowadays, 

commercial services of that kind are becoming more popular as well as grids consist-

ing of computer clusters. 

 Examples of grid systems in Poland 

• Polish Grid Infrastructure (www.plgrid.pl) 

PL-Grid is the IT platform built between 2009–2012. It is based on computer clus-

ters, serving e-Science in different fields. Infrastructure supports scientific research 

by integration of experimental data and results of advanced computer simulation con-

ducted by geographically dispersed teams. Users can use specialist packages from the 

variety of scientific fields: biology, quantum chemistry, physics, numerical calcula-

tions, simulation. 
• HPC Infrastructure for Grand Challenges of Science and Engineering 

(POWIEW) (www.wielkiewyzwania.pl) 

Main objective of the program is designing and providing computing infrastruc-

ture with the scientific and programming support, creating national competence centre 

in the field of developing computational models for leading Peta-scale generation su-

percomputer architectures and creating competence centre in the field of multiscale 

data analysis and visual modeling. The systems available in the project: massively 

parallel processing systems, fat-node multiprocessing systems, symmetric multipro-

cessing systems, accelerated heterogeneous systems. 
• National CLUSTER of LinuX Systems(CLUSTERIX) 

The Project was finished in 2005. The objective of the project was to provide ac-

ademic users with sources, services and applications in order to carry out scientific 

and research work that were requiring extremely high performance computing. 

Among other things Clusterix was used to modeling of thermomechanical phenomena 

in solidifying castings, large-scale simulation of blood flow in the micro-capillaries, 

designing of molecular electronic systems and simulation of mechanosynthesis. 
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 Grid BIOCENTRUM OCHOTA 

Grid Biocentre was created as a compromise between financial abilities and com-

puting performance. Grid consists of six clusters of the following institutes: 

 

 

 
 

 

The total equipment resources are: 

 

• 4000 cores, • 40 GB/s InfiniBand links, 

• 10 TB RAM, • 42 TFLOPs. 

 Grafen cluster 

One of system elements – Grafen cluster is located at the Institute of Fundamental 

Technological Research. 

3.4.1. Equipment 

The diagram below shows the cluster structure. 
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HPC 

HPC (High Performance Computing) part is designed to distributed computing.  

It consists of 27 machines: 

• 24 compute servers:  

o Xeon X5650 2,66 GHz six core processors,  

o 24 GB RAM memory, 

• 2 compute servers: 

o 2 E5-2670 2,66 GHz, eight core processors, 

o 32 GB RAM, 
• 1 compute server: 

o Xeon X7460 2,66 GHz six core processors, 
o 132 GB RAM, 

• Inter nodes connections with QDR InfiniBand 40 Gb/s network. 

HPC provides 344 physical cores and 772 GB RAM. The system has no physically 

shared memory so in order to take full advantage of its capability, software enabling 
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sharing the memory on separate machines, need to be installed, e.g., MPI (Message 

Passing Interface). 

Application cluster 

Application cluster consists of vSMP part and a part operating virtual machines 

by VMware software. Available virtual machines are for example: 

• Windows 2008 server with graphic and scientific applications, 

• Mail Server gateway, 

• MATLAB compute Server,  

• License Server. 

vSMP part consists of six compute servers, each server contains: 

• Xeon X5650 2,66 GHz six core processors, 

• 96 GB RAM memory DDR3 1333 MHz, 

• connections between nodes by QDR Infini Band 40 Gb/s network. 

From the user’s point of view vSMP is seen as a single 72 computing core com-

puter with 576 GB RAM memory, available under the name of vsmp1 in HCP cluster. 

GPU 

GPU is an efficient computer used to carry out calculation on graphic processors. 

Equipment configuration is shown below: 

• Actina Solar G 200 s4+ server, 

• 4 Tesla C2050 cards with 1150 MHz clock and 10,5 GB memory GDDR5.  

The set provides 4 TFLOPS compute performance for fixed-point computing and 

2 TFLOPS for floating point computing. GPU is available as gpu1 node in HPC clus-

ter. 

Service nodes 

• MASTER access nodes where headnode virtual machine is installed to 

serve cluster log in,  

• OSS service nodes support LUSTRE file system where users’ data is 

stored (LUSTRE – cluster file system on Linux platform), 

• disk array HDS (Hitachi Data Storage). 
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Network connections 

Parts of cluster and nodes are connected by high bandwidth links: 

• InfiniBand FullCBB QDR 40 Gbit/s Network, providing fast communica-

tions between HPC compute nodes, 

• Ethernet 10 Gb/s network providing communications between other parts 

of cluster, 

• Ethernet 10 Gb/s for other elements of GRID Biocentre. 

3.4.2. Software 

Grafen cluster operates under control of Scientific Linux operating system. Writ-

ten in C, Fortran, Python languages software needed to start computing programs and 

scripts to start MATLAB, COMSOL, LS DYNA and others are also installed there. 

The list of installed software can be revealed by typing command rpm -qa on an 

access node or any compute node. The same packages are installed on all nodes. 

Task Manager 

Task Manager is the special software, installed on the cluster. It manages tasks, 

performing the following services: 

• Informs users about available resources and the level of their exploitation, 

• Accepts tasks to be performed and runs them at the most suitable moment, 

• Takes into the account the priorities of tasks, 

• Allows monitoring of task process, 

• Builds task queues. 

Task manager often has integrated functions of job scheduling. It tries to perform 

above mentioned tasks optimally i.e. the hardware resources should be used as much 

as possible, and the tasks should end as soon as possible. Unfortunately, to achieve 

that the task manager must postpone some tasks, and that is why the task is not always 

started at the moment of entering the command as on ordinary personal computer. 

Additionally, the task manager may take into account some additional criteria (e.g. to 

achieve certain predefined ratio between the resources allocated to the tasks of indi-

vidual, organizational units, it may reward tasks meeting some specific criteria by fast 

execution etc.). The function of the task manager in IPPT cluster is performed by 

TORQUE together with Maui, both maintained as open source by Adaptive Compu-

ting Enterprises, Inc.  
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TORQUE manager is a fork of OpenPBS – open source Portable Batch System. 

Its primary task is to allocate computational tasks, i.e. batch jobs, among the available 

computing resources. Maui Cluster Scheduler is designed for use on clusters and su-

percomputers. It is capable of supporting multiple scheduling policies, dynamic pri-

orities, reservations, and fairshare capabilities. Maui improves the manageability and 

efficiency of the cluster. 

Another job scheduler is LoadLeveler developed by IBM. It is a parallel schedul-

ing system that matches each job's processing needs and priority with available re-

sources and special instructions for maximum resource utilization. LoadLeveler was 

primarily available only for AIX operating system; however, now, it is available for 

POWER and x86 architecture Linux systems.  

Third widely used job scheduler is SLURM, that stands for Simple Linux Utility 

for Resource Management. It is a free open source job scheduler for the Linux kernel 

used by many world’s clusters and supercomputers including Tianhe-2 that is the 

world’s fastest computer (by Top500: http://www.top500.org/, as of November 2014). 

SLURM was originally developed at Lawrence Livermore National Laboratory and 

now is the default workload manager on LLNL systems including the Sequoia super-

computer, which was the number one of the Top500 by June 2012. More information 

can be found on the project page: http://slurm.net/community/. 

Compilers 

Three packages of C, C++ and Fortran languages compilers are installed on nodes: 

• gcc – GNU Compiler Collection, 

• intel – Intel Compilers, 

• pgi – PGI compilers. 

GCC is available in standard system paths, the remaining two sets can be found 

in directory /opt. 

MPI Libraries 

Message Passing Interface (MPI) is a communication protocol which is a stand-

ardized message-passing system between processes of parallel programs working on 

one or more computers. It enables data transfer between particular program processes 

carried out on processors of machines that are nodes of the cluster. MPI libraries allow 

to write parallel programs and starting the software using parallel processing on the 

cluster. 

The following MPI libraries have been installed on Grafen cluster: 

• Intel MPI supplied with Intel Cluster Studio, 
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• MVAPICH highly compatible with MPICH (available both in version 1 

and 2), but optimized to work with Infini Band network, 

• Open MPI. 

All above mentioned libraries (except Intel MPI) are available both in compiled 

version with compiler Intel and GCC. To check which MPI library is really active 

which mpirun command might be used. 

Environment Modules 

The Environment Modules system is a tool to help users to manage their Linux 

shell environment, by allowing groups of related environment-variable settings to be 

made or removed dynamically. The modules system is based on modulefiles, which 

specify groups of environment settings that need to be made together. Environment 

Modules modulefiles are written in the TCL (Tool Command Language) and are in-

terpreted by the modulecmd program via the module user interface. Environment 

Modules modulefiles can be loaded, unloaded, or switched on-the-fly while the user 

is working and can be used to implement site policies regarding the access and use of 

applications. To check what modules are available command module avail must be 

used. 

Others 

Aforementioned Intel and PGI compilers are only the part of installed software 

packages, respectively Intel Cluster Studio XE and PGI Workstation create user 

friendly environment. In addition to compilers they also include tools for optimizing 

and debugging programs, particularly supporting parallel processing, as well as ex-

tensive documentation. Detailed information might be found on relevant websites. 

On gpu1 node, in /opt/cuda directory, CUDA software and SDK (Software Devel-

opment Kit) are installed in /opt/NVIDIA_GPU_Computing_SDK directory. CUDA 

(Compute Unified Device Architecture), created by NVIDIA, is a universal multi-

core architecture (mainly graphic cards) enabling the use of multi-cores computing 

power to solve general numerical tasks more efficiently than in traditional general-

purpose sequential processors. 
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Apart above mentioned libraries and compilers, scientific programs used to per-

form calculations or pre/post-processing have been installed on the cluster. Most of 

them installed on standalone computer use graphic user interface (GUI), but prefera-

ble method to work on cluster is batch mode. If GUI is necessary, one has to work in 

an interactive session with X redirection (see Users’s guide). 

 ABAQUS 

ABAQUS (Abaqus Unified FEA) is a software package delivered by Dassault 

Systemes. It enables nonlinear analysis of systems with the use of finite-element 

method in complex engineering research. It is used in solid and fluids mechanics and 

to assess the durability of machines parts and construction, taking into account load, 

temperature, joints, possible collisions and other environmental conditions. 

ABAQUS enables parallel calculations in MPI modes and threads. 

4.1.1. ABAQUS/Standard 

The Standard stands for general purposes modules for finite-element method anal-

ysis using implicit integration method. It is designed for solving of nonlinear pro-

cesses. It is used to study static, dynamic, thermal and electrical events occurring at 

relatively low speed. 

4.1.2. ABAQUS/Explicit 

The Explicit is designed to solve dynamic tasks using explicit integration method 

of the nonlinear equation of motion. The program is used to analyze extreme mechan-

ical, physical and thermal loads. It might be used in the endurance test of electronic 

devices, impacts, metal forming processes and cars crash tests. 
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4.1.3. ABAQUS/CAE 

ABAQUS/CAE is the application used for pre-processing, editing, monitoring, 

diagnosing and visualization of the results of analysis conducted by ABAQUS/Stand-

ard or ABAQUS/Explicit. It combines the functionality of the preprocessor and post-

processor. 

4.1.4. Links 

1. Description: 

http://www.3ds.com/products-services/simulia/portfolio/abaqus/ 

latest-release/ 

2. Documentation: http://dsk.ippt.pan.pl/docs/abaqus/ 
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 ANSYS CFD 

The full name of the package is Academic Research CFD. The package includes 

Fluent and CFX programs, and Workbench 2 environment. Gambit and TGrid prepro-

cessors might be treated as an addition to the package.  

4.2.1. ANSYS Fluent 

ANSYS Fluent software contains the broad physical modeling capabilities needed 

to model flow, turbulence, heat transfer, and reactions for industrial applications rang-

ing from air flow over an aircraft wing to combustion in a furnace, from bubble col-

umns to oil platforms, from blood flow to semiconductor manufacturing, and from 
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clean room design to wastewater treatment plants. Special models that give the soft-

ware the ability to model in-cylinder combustion, aeroacoustics, turbomachinery, and 

multiphase systems have served to broaden its reach. 

4.2.2. ANSYS CFX 

ANSYS CFX software is a high-performance, general purpose fluid dynamics 

program that has been applied to solve wide-ranging fluid flow problems for over 20 

years. At the heart of ANSYS CFX is its advanced solver technology, the key to 

achieving reliable and accurate solutions quickly and robustly. The modern, highly 

parallelized solver is the foundation for an abundant choice of physical models to 

capture virtually any phenomena related to fluid flow. The solver and its many phys-

ical models are wrapped in a modern, intuitive, and flexible GUI and user environ-

ment, with extensive capabilities for customization and automation using session files, 

scripting and a powerful expression language. 

4.2.3. Workbench 

ANSYS CFD solutions are fully integrated into the ANSYS Workbench platform. 

This environment delivers high productivity and easy-to-use workflows. Workbench 

integrates all your workflow needs (pre-processing, simulation and post-processing) 

as well as multiphysics functionality (fluid-structure interaction, electronic-fluid cou-

pling). Workbench allows for automated and easy-to-set-up optimization or design 

exploration studies (for example, design of experiments, six sigma analysis). 

4.2.4. Links 

1. Description: 

http://www.ansys.com/Products/Simulation+Technology/Fluid+Dynamics 

2. Documentation: http://www.ansys.com/Support/Documentation 
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 COMSOL 

COMSOL Multiphysics is the software package to conduct analysis and simula-

tions as well as solve user defined sets of non-linear partial differential equations using 

finite element method. It is widely used in different physics and engineering fields, 

particularly in the case of phenomena described by physics models. COMSOL offers 

interface with MATLAB, which fully integrates both programs and allows using all 

MATLAB software capabilities. COMSOL gives possibility of solving coupled sys-

tems of partial differential equations (PDE), as well as model and coupled phenomena 

analysis.  

COMSOL cooperates with CAD type programs e.g. AutoCAD, Creo, Solid-

Works. Livelink for SolidWorks module enables starting COMSOL simulation with 

GUI SolidWorks. 

COMSOL capabilities can be extended by using modules in fields such as: 

• acustic, 

• fluid dynamics, 

• mechanics, 

• electromechanics, 

• chemical engeneering, 

• geophysics, 

• navigation, 

• applied mathematics. 

COMSOL can be installed on diffrent platforms such as Windows, Linux,  

MacOS. The program is capable of performing parallel calculations on multicore ma-

chines. 

4.3.1. Links 

1. http://www.comsol.com 
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 DL_POLY CLASSIC 

The DL_POLY_CLASSIC is a molecular dynamics simulation package devel-

oped at Daresbury Laboratory (UK) by W. Smith, T.R. Forester and I.T. Todorov. It 

is based on the package DL_POLY_2. 

DL_POLY Classic can be executed as a serial or parallel application. The code 

achieves parallelisation using the Replicated Data strategy which is suitable for ho-

mogeneous, distributed-memory, parallel computers. The code is useful for simula-

tions of up to 30,000 atoms with good parallel performance on up to 100 processors. 

In some circumstances, it can exceed or fail to reach these limits. 

The copyright to the software is the property of the Science & Technology Facil-

ities Council (STFC), and the code is made available under the BSD Licence, which 

permits open access to the source. No registration is required to obtain the software, 

and no support of any kind is offered or implied. Advice on using all DL_POLY pack-

ages may be obtained from the DL_POLY Online Forum. A full description of 

DL_POLY Classic may be obtained from the DL_POLY Classic User Manual (PDF). 

4.4.1. Links 

1. Description: 

http://www.ccp5.ac.uk/DL_POLY_CLASSIC/ 

http://www.stfc.ac.uk/SCD/research/app/ccg/software/DL_POLY/ 

44516.aspx 

2. Forum: 

http://www.stfc.ac.uk/CSE/randd/ccg/software/DL_POLY/25531.aspx 

3. User manual: 

http://www.ccp5.ac.uk/DL_POLY_CLASSIC/MANUALS/USRMAN.pdf 

4. GUI manual: 

http://www.ccp5.ac.uk/DL_POLY_CLASSIC/MANUALS/JavaGUI.pdf 
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 LAMMPS 

LAMMPS is a classical molecular dynamics code, and an acronym for Large-

scale Atomic/Molecular Massively Parallel Simulator. It has potentials for solid-state 

materials (metals, semiconductors) and soft matter (biomolecules, polymers) and 

coarse-grained or mesoscopic systems. It can be used to model atoms or, more gener-

ically, as a parallel particle simulator at the atomic, meso, or continuum scale. 

The program runs on single processors or in parallel using message-passing tech-

niques and a spatial-decomposition of the simulation domain. The code is designed to 

be easy to modify or extend with new functionality. 

LAMMPS is distributed as an open source code under the terms of the GPL. It is 

distributed by Sandia National Laboratories, a US Department of Energy laboratory. 

4.5.1. Links 

1. Description: http://lammps.sandia.gov/ 
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 LMGC90 

The LMGC90 is a free open source software dedicated to multi-physics problems. 

The program uses NSCD (Non-smooth contact dynamics) method [1]. In general, the 

program covers hybrid discrete/finite element method. The very important features of 

the program are the possibility of analysis of compliant particles. The mechanical 

problem that is described with the DEM/FEM method can be coupled with other prob-

lems, namely, heat transfer and fluid flow. The program has got a new modular struc-

ture employing python, fortran90, c++, [2]. An example of a model containing irreg-

ular rigid particles is given in [3]. 

4.6.1. Links 

1. https://subver.lmgc.univ-montp2.fr/trac_LMGC90v2/ 
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 LS-DYNA 

LS-Dyna is a general-purpose program, particularly useful when analyzing tran-

sient dynamics using finite element method in explicit formulation. The program en-

ables the introduction of highly nonlinear models including the geometric and physi-

cal nonlinearities, contact problems and multiphysics coupling. There are more than 

one hundred material models available in the program e.g. linear and nonlinear elastic 

materials, viscous-elastic materials, elastic-plastic materials, damaged materials, 

composite materials.  
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The program can be used to simulation of wave phenomena, deformation of the 

structures during impacts, explosions, collisions, simulating technological processes 

such as those related to cutting and embossing. Additionally the program can perform 

the heat flow and electromagnetic analyses and compressible and incompressible fluid 

flow modeling coupled with construction deformation (FSI). Acoustic calculation 

module using boundary element method and SPH calculation module are also availa-

ble. 

LS-Dyna works on different platforms with different operating systems (Win-

dows, Unix, MacOS). 

4.7.1. Links 

1. Description: http://www.lstc.com/products/ls-dyna 
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 MATHEMATICA 

Wolfram Mathematica is the computing and visualizing environment being devel-

oped by Stephen Wolfram and Wolfram Research, Inc[1]. First version of the envi-

ronment was publicized in 1988, the most recent version (May 2014) has got number 

9.0.1. Apart from complex and automated numerical computing, the best known typ-

ical environment features are advanced possibilities of symbolic computation, which 

constitute the core of the package and programming language.  

Full documentation of the recent environment version [2] and a brief overview of 

features [3] and application [4] are available on producer’s websites. According to the 

producer environment key features are as follows: 

• Automation, 

• Integrated all-in-one platform, 
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• Hybrid symbolic-numeric methodology, 

• Multiparadigm language based on LISP language, 

• Built-in knowledge (e.g. meteorological, financial, mathematical, lexical 

sources available by Wolfram|Alpha). 

Program interface enables interactive command entering, interaction with help 

system and displaying the results of calculations and their visualization. User’s alter-

native interface is Wolfram Workbench, based on Eclipse environment- environment 

less interactive but more friendly towards programmers. 

4.8.1. Links 

1. Wolfram Research, Inc http://www.wolfram.com 

2. Wolfram Mathematica Documentation Center 

http://reference.wolfram.com/mathematica/guide/Mathematica.html 

3. Mathematica Features http://www.wolfram.com/mathematica/features/ 

4. Wolfram Mathematica Overview 

http://www.wolfram.com/mathematica 

5. Wolfram Workbench http://www.wolfram.com/products/workbench/ 

6. Mathematica Resources  http://www.wolfram.com/mathematica/resources/ 

7. Get Started with Mathematica  

http://www.wolfram.com/support/learn/get-started-with-mathematica/ 
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 MATLAB 

MATLAB is a numerical computing environment which uses its high level pro-

gramming language. The name MATLAB comes from the phrase “Matrix Labora-

tory”, because the original purpose of the program was matrix operations. MATLAB 

also enables drawing two dimension and three dimension function graphs and visual-

ization of results in the form of static images or animations. 



54 4. Scientific software 

The origins of the program go back to seventies. Program inventor Cleve Moler 

from the University of New Mexico wanted to give his students access to Fortran 

libraries to perform matrix operations without them having to learn programming in 

Fortran. In 1983, the program was rewritten in C and in 1984 MATLAB developing 

company called MathWorks was established. 

Work in MATLAB can be done in interactive mode through console window or 

through calling scripts and functions. MATLAB treats all entered or declared data as 

a matrix – a single number is a matrix of size 1x1. Variables can be assigned without 

declaring their type. MATLAB recognizes variables automatically, only the correct 

calling in needed.  

MATLAB software language is a high level one. The language syntax is based on 

C language syntax. It includes known from other languages control commands (if, for, 

while, switch) and allows object-oriented programming. 

4.9.1. Toolbox 

Toolboxes are set of functions (m-files form) to solve advanced problems in spe-

cific domains. Those toolboxes enlarge capabilities of MATLAB and are also written 

by other software producers. 

Toolbox examples: 

• Analysis and financial calculations, 

• Fuzzy Logic Toolbox – designing and diagnostics intelligent control sys-

tems based on fuzzy logic, 

• Image Processing Toolbox – Image processing, 

• Parallel Computing Toolbox – Parallel programming and calculation on 

GPU, 

• Partial Differential Equation Toolbox – numerical solving partial differ-

ential equation using finite element method, 

• Simulink – modeling, simulation and analysis of dynamic systems, in-

cludes user’s graphic interface allowing models construction in the form 

of diagrams. 

4.9.2. Parallel programmining 

Parallel Computing Toolbox (PCT) allows to accelerate calculations by using par-

allel processing. It can be achieved in several ways: 

• parallel processing algorithm in built-in functions, 

• programming language structure – parfor loop, distributed arrays, SPMD, 

• parallel work on local CPU cores, 
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• MATLAB compute cluster – MATLAB Distributed Computing Server, 

• calculations on GPU. 

4.9.3. Links 

1. Main page:  http://www.mathworks.com/ 

2. Documentation: http://www.mathworks.com/help/ 

References 

[1.] J. H. Wilkinson and C. Reinsch. Handbook for Automatic Computation. Springer, 1971. 

[2.] http://www.mathworks.com/company/newsletters/articles/the-origins-of-matlab.html 

[3.] http://www.tech.plym.ac.uk/spmc/links/matlab/matlab_papers.html 

 MUMPS 

The MUltifrontal Massively Parallel sparse direct Solver (MUMPS) is a library 

for the solution of linear sparse unsymmetric systems of equations. The solver is de-

signed for parallel distributed computers. The solver is well suited for the finite ele-

ment techniques. The matrices can be supplied in assembled and elemental formats. 

It is possible to solve the systems of equations with several right hand sides. The li-

brary is written in C and Fortran 90 languages. It has interfaces to C, Fortran 90 and 

Matlab. The solver can use both the RAM and disk memories. It has several orderings: 

AMD, AMF, PORD, METIS, PARMETIS, SCOTCH, PT-SCOTCH. 

The solver has been presented during the post-graduate course given in IPPT, “In-

troduction to high-performance computing (KDM-HPC) via applications”. 

4.10.1. Links 

1. http://mumps.enseeiht.fr/ 

2. http://mumps.enseeiht.fr/ud_2013.php 

3. http://mumps.enseeiht.fr/index.php?page=apps 

References 

[1.] P. R. Amestoy, I. S. Duff ,  J. Koster,  and  J. Y. L'Excellent. A fully asynchronous multifrontal 

solver using distributed dynamic scheduling. SIAM Journal of Matrix Analysis and Applica-

tions, 23(1):15–41, 2001. 
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[2.] P. R. Amestoy, A. Guermouche, J. Y. L'Excellent, and S. Pralet. Hybrid scheduling for the 

parallel solution of linear systems. Parallel Computing, 32(2): 136–156, 2006. 

[3.] E. Postek, R. W. Lewis, and D. T. Gethin. Finite element modelling of the squeeze casting 

process. International Journal of Numerical Methods for Heat and Fluid Flow, 18(3–4):325–

355, 2008. 

[4.] E. Postek. Concept of an Agent-stress Model of a Tissue. Technische Mechanik, 32:518–529, 

2012. 

 OPENFOAM 

The OpenFOAM®  (Open Field Operation and Manipulation) CFD Toolbox is a 

free, open source CFD software package which has a large user base across most areas 

of engineering and science, from both commercial and academic organisations. Open-

FOAM has an extensive range of features to solve anything from complex fluid flows 

involving chemical reactions, turbulence and heat transfer, to solid dynamics and elec-

tromagnetics. It includes tools for meshing, notably snappyHexMesh, a parallelised 

mesher for complex CAD geometries, and for pre- and post-processing. Almost eve-

rything (including meshing, and pre- and post-processing) runs in parallel as standard, 

enabling users to take full advantage of computer hardware at their disposal. 

The program is developed and maintained by ESI-OpenCFD Group. 

4.11.1. Links 

1. http://www.openfoam.com/ 

2. http://www.esi-group.com/company/events/2014/2nd-openfoam-user- 

conference-2014 

3. http://openfoamwiki.net/index.php/Main_Page 

4. http://foamcfd.org/ 

5. http://www.cfd-online.com/Forums/openfoam/ 

6. http://homepages.cae.wisc.edu/~hessel/openfoam/Resources/index_Open-

FOAMResources.html 

References 

[1.] H. G. Weller, G. Tabor, H. Jasak, and C. Fureby. A tensorial approach to computational con-

tinuum mechanics using object orientated techniques. Computers in Physics, 12(6):620–631, 

1998. 

[2.] http://openfoamwiki.net/index.php/Main_ContribPapers#The_original_paper_outlin-

ing_OpenFOAM 
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 PARAVIEW 

ParaView is an open-source, multi-platform data analysis, and visualization ap-

plication. ParaView users can quickly build visualizations to analyze their data using 

qualitative and quantitative techniques. The data exploration can be done interactively 

in 3D or programmatically using ParaView’s batch processing capabilities. 

ParaView was developed to analyze enormous datasets using distributed memory 

computing resources. It can be run on supercomputers to analyze datasets of exascale 

size as well as on laptops for smaller data. 

The main project sponsor is Kitware company. Since the beginning of the project, 

Kitware has successfully collaborated with Sandia, Los Alamos National Laborato-

ries, the Army Research Laboratory and various other academic and government in-

stitutions to continue development. 

4.12.1. Links 

1. http://www.paraview.org/ 

2. http://www.kitware.com/ 

References 

[1.] A. Henderson, J. Ahrens, and Ch. Law. The ParaView Guide. Kitware Inc., 2004, Clifton Park, 

NY. 

[2.] http://www.paraview.org/publications/ 

 TECPLOT 360 

Tecplot 360 is the software package used to visualize the results of numerical 

simulations in the field of CFD. It cooperates with Fluent program, it can also read 

data from Excel, FLOW3D and ASCII files. 

4.13.1. Links 

1. http://www.tecplot.com/products/tecplot-360/ 

2. http://www.cfd-online.com/Forums/tecplot/ 
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References 

[1.] R. Hynds. TECPLOT. New Scientist, 142:44–44, 1994. 

[2.] K.R. Foster. Visualise this! With Tecplot 10, what you’ve got is what you see. IEEE Spectrum, 

41(8):52–54, 2004. 

[3.] http://www.tecplot.com/white-papers/ 

 VMD 

VMD (Virtual Molecular Dynamics) is a program for visualization, modeling and 

analysis of biological systems such as proteins, nucleic acids, lipid bilayer assemblies, 

etc. The program can  visualize more general molecules as it can read directly standard 

Protein Data Bank (PDB) files. VMD provides a wide variety of methods for render-

ing and coloring a molecule: simple points and lines, CPK spheres and cylinders, lic-

orice bonds, backbone tubes and ribbons, cartoon drawings, and others. It can be used 

to animate and analyze the trajectory of a molecular dynamics (MD) simulation. In 

particular, VMD can act as a graphical front end for an external MD program by dis-

playing and animating a molecule undergoing simulation on a remote computer. It can 

be integrated with NAMD (parallel molecular dynamics code designed at UIUC) and 

DL_POLY. VMD program supports all major computer platforms as well as GPU 

accelerated computation. 

The program is developed and maintained in the Theoretical and Computational 

Biophysics Group at the University of Illinois at Urbana-Champaign (UIUC). The 

papers published by the members of the group were referenced 70850 times in the 

years 1972-2014. The highly cited papers are for example [1] (citations: 12743) , [2] 

(1823), [3] (citations: 1035). 

4.14.1. Links 

1. http://www.ks.uiuc.edu/Research/vmd/ 

2. http://www.sas.upenn.edu/~robertjo/html-physics/vmd/ 

3. http://www.physics.upenn.edu/~robertjo/vmd/ 

4. http://www.buffalo.edu/ccr/support/software-resources/Visualiza-

tion/vmd.html 
5. http://www.ks.uiuc.edu/Research/namd/  
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Grafen cluster user’s guide 
Rafał Gawlik, Eligiusz Postek 
 
 

 Introduction 

From the user’s point of view Grafen cluster consists of HPC compute cluster and 

other servers which work on virtual machines and are logically independent. HPC 

cluster in visable for user as follows: 

 

 
Computers in the cluster are called nodes. They are available for the user through 

access node. Access node is a “bridge” between the user and other nodes (other 

sources) of the cluster. Login and files transfer is possible only through the access 

node. 
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 How to use the system 

All researchers of IPPT PAN are invited to use cluster system. Separate users’ 

accounts systems are used for compute nodes and virtual machines. Accounts are cre-

ated by employee of Computer Network Service (DSK). 

Using compute resources one must be aware of some additional rules: 

• To start a program one must log in access node, next use task manager, 

which allows assignment of needed resources (CPU, RAM) on compute 

nodes, 

• Tasks requiring contact with the user (e.g., compilations) should be 

started in interactive manager mode (qsub -I), 

• Files should be placed in proper location – source codes in home direc-

tory, temporary data in $TMPDIR. 

 Virtual servers 

Application cluster provides virtual machines under the control of VMware sys-

tem. Special attention should be paid to Windows 2008 server and MATLAB compute 

server. 

5.3.1. Windows 2008 server 

The server allows remote use of graphic and scientific software in Microsoft Win-

dows environment. User account is independent from other systems and it is created 

by the administrator. Access to the server is possible through connection to remote 

desktop from Windows or rdesktop from Linux. 

Available software:  

• MATLAB 2011b, 

• Origin 9.0, 

• Inkscape, 

• GIMP, 

• CorelDraw 12, 

• Acrobat Professional, 

• Microsoft Office 2010 Professional, 

• other programs on demand. 
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5.3.2. MATLAB Computing Server 

MATLAB Distributed Computing Server allows to launch tasks requiring parallel 

or distributed processing on dedicated computing cluster. The cluster currently con-

sists of sixteen compute cores on which MATLAB computational modules (workers) 

are running. 

Working with MATLAB computing cluster is to prepare the task locally using 

MATLAB program with installed Parallel Computing Toolbox and then send it to 

cluster in order to perform calculations. Tasks can be performed in interactive or batch 

mode. 

Thanks to its own queuing system called MATLAB Job Scheduler, the cluster can 

be used by many users at the same time. The cluster is installed on the virtual machine 

controlled by Linux and the access to it is also available from Linux computer. De-

tailed instruction of use is available on DSK websites. 

 HPC system access 

To work with HPC cluster three components are required: 

• SSH client – allows to log in on access node, 

• SCP client – allows copying files on access node, 

• X Server – allows forwarding X11 protocol needed to work in graphic 

mode. 

Access node is located on headnode.kevlar.ippt.pan.pl (IP 10.100.255.73). Login 

to all succeeding system nodes is done without the password. 

After logging in tasks manager has to be used to get the access to resources of the 

cluster. 

NOTICE – Do not log in or manually start any processes on compute nodes which 

have not been allocated by the task manager. Manual tasks running causes interfer-

ence to other users processes.  

5.4.1. LOG IN – SSH 

The SSH client is installed by default in Linux and MacOS system. To connect 

with the cluster a command similar to the following should be entered in a system 

console: 

$ ssh -X username@headnode.kevlar.ippt.pan.pl 
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Then the user is asked for a password to access the cluster. X parameter means 

automatic forwarding and is needed when the user intends to use the application in 

the graphic mode. 

Windows – there is no default SSH client, it has to be downloaded and installed. 

PuTTy is a recommended SSH client. If the user plans to use X11 forwarding, instal-

lation of X server is required, Xming server is recommended there. 

 Files transfer – scp 

SCP is the easiest way to transfer files to and from the access node. 

5.5.1. Linux and Mac OS 

SCP protocol is installed by deafult. The command must be entered in system 

console. 

Copying the local file on access node to home directory: 

 

$ scp local_file user@headnode.kevlar: 

 

Copying the file from a node to local disc: 

 

$ scp user@headnode.kevlar:/path/file_on_server 

 

In both cases the user password is required. Copying using file manager is also 

possible in selected graphical environment (e.g., Gnome, KDE, XFCE). 

5.5.2. Windows 

To copy the files WinSCP program is recommended 

 Files transfer – sftp 

Linux – two modes are possible: inteactive mode and batch mode. 

5.6.1. Interactive mode 

Interactive mode is started by command sftp user@remotehost: 
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$ sftp user@headnode.kevlar 

user@headnode.kevlar's password: (type password here) 

Connected to headnode.kevlar. 

sftp> 

 

 

 

After sftp session opening commands known from ftp program: put, get, pwd, cd, 

lcd are available. To display the list of available commands enter help in sftp session. 

5.6.2. Batch mode  

Method 1: Downloading file or files from the server to local computer. Wildcard 

characters (*, ?).can be used. 

 

$ sftp user@remotehost:/remote/filename localfilename 

 

Method 2: Creating commands file of sftp program, that will be executed one 

after the other. 

 

$ sftp -b batchfile user@remotehost 

 

More information can be found in documentation – man sftp. 

 Task manager 

5.7.1. Available resources 

To check the size of available memory and computing cores the user can perform 

the task manager command pbsnodes. The most popular callings of this command are 

as follows: 

• pbsnodes –a  shows available resources on all nodes, 

• pbsnodes <node name> shows available resources of selected node. 

The example of above mentioned command: 
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$ pbsnodes n4 

n4 

     state = free 

     np = 12 

     properties = kevlar,intel,mpi 

     ntype = cluster 

     status = rectime=1327145281,va-

rattr=,jobs=,state=free,net-

load=804429755,gres=,loadave=0.00,ncpus=12, 

        physmem=24685132kb,availmem=32322812kb,tot-

mem=32685460kb,idletime=563910,nusers=0,nsessions=? 15201, 

        sessions=? 15201,uname=Linux n4 2.6.18-238.19.1.el5 

#1 SMP Fri Jul 15 00:48:58 EDT 2011 x86_64,opsys=linux 

gpus = 0 

That means node n4 : 

• is switched on and ready to work (state=free), 

• has 12 computing cores (ncpus=12), 

• is not loaded (loadave=0.00), 

• has 24 GB RAM memory (physmem=24685132kb), 

• has no GPU accelerator (gpus=0). 

NOTICE – The user may encounter offline nodes. It means that the node is tem-

porally excluded from the computing system, e.g., due to service. 

5.7.2. Starting the task 

To start the tasks on nodes, the command qsub is used. Detailed documentation 

can be found in the user’s guide displayed by using qsub command or on TORQUE 

documentation website. The basic parameter (given at the end) is a script to perform, 

the most important options are as follows:  

• -N <task_name> 

allows to give name the task which will be used to monitor the task; 

• -l nodes=<number_of_nodes>:ppn=<numbers_of_cores> 

reserves for the task defined number of computing nodes and a defined number of 

cores in each; 

• -l walltime=<hours>:<minutes>:<seconds> 

reserves specified computing time, after which the task is removed; 

• -I 

performs interactive task – at the moment of nodes allocation the user is redirected 
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to the console of the first one and there may perform the task manually; in that mode 

tasks as compilation and data pre- and postprocessing should be performed; 

• -X (optionally -vDISPLAY) 

Starts X graphical system to interactive work 

• -l pmem=<memory_reserved> 

reserves specified memory quantity per core in megabytes. 

Examples: 

qsub -N new_task script.sh Add task of preparing the script skrypt.sh to the 
calculating queue. The name of the task is 
new_task. 

qsub -l nodes=10:ppn=12  
-l walltime=0:10:00 task.sh 

The same as above,  reserves 10 nodes 12 cores 
each for computing, the task will last max. 10 
minutes. 

qsub -I -X nodes=4 Performs interactive task – the user is given a 
console on the first node allocated to the task. Ad-
ditionally X redirection is running. 

qsub -l nodes=12:ppn=12  
-l pmem=1GB 

Reserves 12 nodes, 12 cores each, each core 1 GB 
RAM memory 

qsub -N new_task script.sh Add task of preparing the script skrypt.sh to the 
calculating queue. The name of the task is 
new_task. 

Task parameters can be also given in the content of the current script. Comments 

starting from letters PBS are automatically recognized by the queuing system. Argu-

ment names are left unchanged. The script below might be considered as an example: 

#!/bin/sh 

#PBS -N myTask 

#PBS -l nodes=1:ppn=12,walltime=00:01:00 

 

# Prepare data 

cd $TMPDIR 

 

echo Running... 

 

cd ~/mp_linpack/bin_intel/intel64 

mpirun -np $PBS_NP -f $PBS_NODEFILE ./xhpl_intel64 

 

# Cleaning 

cp $TMPDIR/input_file ~/output_file 
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That kind of scripts can be started by qsub script.sh command and all needed pa-

rameters can be found there. The meaning of $TMPDIR directory catalogue has been 

explained in Mass Storage part while the method of launching MPI task has been 

explained in MPI Task part. 

5.7.3. Accurate resources identification 

The above mentioned -l nodes=<number_of_nodes>:ppn=<number_of_cores> 

type request syntax allows to define the number of computing nodes and used cores 

in each of them. However, sometimes it is not enough, e.g., sending the task requires 

10 separate nodes with 1 core each and one node with six cores. In this situation, using 

the syntax showed above, request for 11 nodes with 6 cores each should be made, 

which would lead to resources waste, or the task would be divided into two separate 

tasks, which is not always possible and trouble-free. The situations, where not all 

computing nodes are identical, are also possible (e.g., different type of processor), and 

that is why we would like to have one preferable node being among nodes assigned 

to our task. Because of that in task manager there is an option to use socalled Multi-

Req function which means that flexible resources request can be formulated. 

In Multi-Req resources, request takes the form of a list of individual requests sep-

arated by pluses. 

 

qsub -l nodes=<request1>+<request2>+...+<requestN> 

 

where <request> takes one of two forms: 

• <number_of_nodes>:ppn=<number_of_cores> or  

• <node_name>:ppn=<number_of_cores>,  

to point the preferred node. 

For example, the following requests are valid: 

• qsub -l nodes=10:ppn=1 task.sh 

• qsub -l nodes=10:ppn=1+1:ppn=6 task.sh 

• qsub -l nodes=10:ppn=1+n13:ppn=6 task.sh 

First of them uses current convention to request 10 nodes one processor each. The 

second command add request for additional node with six cores. The third command 

accomplish the next possibility – choice of the preferred computing node (here – n13) 

to the part of the task that needs 6 cores. 
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5.7.4. Parallel programs 

Task file forwarded to execute, apart from parameters of the task, should also in-

clude commands to execute. Note that those commands would be executed only on 

first of allocated nodes. In the case when our task consists of many computing nodes, 

the valid command should be entered. 

Interactive mode 

If we have chosen the interactive mode, we can just log in on appropriate nodes 

though ssh and write our commands there. The nodes allocated to our task can be 

recognized by displaying $PBS_NODES file (the names of nodes are multiplied ac-

cording to the number of allocated tasks). 

 

[username@headnode username]$ qsub -I -l nodes=3:ppn=2 

qsub: waiting for job 5559.master1.kevlar to start 

qsub: job 5559.master1.kevlar ready 

 

[username@n8 ~]$ cat $PBS_NODEFILE 

n8 

n8 

n7 

n7 

n6 

n6 

[username@n8 ~]$ ./task.bin 1 & 

[1] 10794 

[username@n8 ~]$ ssh n7 

[username@n7 ~]$ ./task.bin 2 & 

[1] 5164 

[username@n7 ~]$ exit 

[username@n8 ~]$ ssh n6 

[username@n6 ~]$ ./task.bin 3 & 

[1] 4489 

[username@n6 ~]$ exit 

[username@n8 ~]$ 
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Automatically - pdsh 

The command pdsh should be used to avoid manual forwarding of tasks in the 

above mentioned way. It allows remote execution of the specified commands on cho-

sen nodes. For example, to display the time of work for n2, n3, n4 and n7 nodes with-

out logging on them, the following command should be entered: 

 

[username@headnode username]$ pdsh -w n[2-4],n7 uptime 

n7:  17:22:42 up 66 days,  6:00,  0 users, load average: 

7.99, 7.97, 7.99 

n4:  17:22:50 up 66 days,  6:00,  0 users, load average: 

0.06, 0.07, 0.00 

n3:  17:21:56 up 66 days,  6:00,  0 users, load average: 

0.00, 0.00, 0.00 

n2:  17:22:36 up 66 days,  6:00,  0 users, load average: 

0.00, 0.00, 0.00 

 

For greater convenience, the pdsh command is integrated with queuing manager. 

It means that when issuing the command from the computational task, we do not have 

to enter the names of nodes – chosen program would be executed on nodes allocated 

to the task.  

Examples: 

 

[username@headnode ~]$  qsub -I -l nodes=3:ppn=2 

qsub: waiting for job 5560.master1.kevlar to start 

qsub: job 5560.master1.kevlar ready 

 

[username@n24 ~]$ pdsh uptime 

n9:  20:16:50 up 66 days,  8:54,  0 users,  load average: 

7.08, 7.02, 7.01 

n8:  20:15:42 up 66 days,  8:53,  0 users,  load average: 

0.00, 0.00, 0.00 

n24:  20:16:26 up 42 days,  6:15,  0 users,  load average: 

0.04, 0.01, 0.00 

[username@n24 ~]$ 

 

This mechanism works in the same way in noninteractive tasks, from the level of 

task script. 
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MPI tasks 

The list of available MPI libraries can be displayed with the module avail com-

mand, to load MPI library execute load module <mpi-module-name> command (see 

section 5.9 Environment Modules for all module commands). To check which MPI 

library is active, which mpirun command can be executed. 

When we use MPI library, the number of processors that we would like to run and 

computers on which they are to be launched should be specified. 

 

$ mpirun -np <number_of_processes> -f <hostnames_file> <pro-

gram_name> 

 

Here also, the integration with Torque can be used. It provides system variables, 

set on proper values based on task parameters. Thanks to that all MPI programs calling 

may look the same: 

 

$ mpirun -np $PBS_NP -f $PBS_NODEFILE <program_name> 

 

 Task monitoring 

5.8.1. Task state 

To check what is the state of our task qstat command can be used. It is the task 

manager’s task. The most popular calling of this task is as follows: 

• qstat shows the state of all user’s tasks in abbreviated form, 

• qstat -f <job_id>  shows detailed information about chosen task. 

The example result of the first command is showed below: 

 

[tester@headnode ~]$ qstat 

Job id             Name        User        Time Use S Queue 

------------------ ----------- ----------- -------- - ----- 

293.master1        listing     tester      00:00:00 C batch 

294.master1        task-wait1  tester      00:02:13 R batch 

295.master1        task-wait2  tester             0 R batch 

296.master1        task4       tester             0 R batch 

297.master1        task5       tester             0 Q batch 
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The meaning of the columns is as follows: 

• Job id  – unique task ID, created on the basis of ordinary number 

and host name from which it was called, 

• Name – name given by the user, 

• User – name of the user who commissioned the task, 

• Time Use – quantity of time used by the processor, 

• S  – State of the task (Q – waiting in the queue, R – running, 

C – completed), 

• Queue – name of the queue where the task. 

 

We see then that the above print informs us about following tasks: 

• listing – the time of the processor is not occupied and the task is 

running),  

• task-wait – took 2 minutes and is completed, 

• task-wait2 – running, 

• task4  – running, 

• task5 – waiting for resources to be free to use. 

 

Detailed information about chosen task contains much more parameters.  

 

[tester@headnode ~]$ qstat -f 294.master1 

Job Id: 294.master1 

    Job_Name = j-walker-299_310 

    Job_Owner = tester@headnode.kevlar 

    resources_used.cput = 5790:14:54 

    resources_used.mem = 1377128kb 

    resources_used.vmem = 1414100kb 

    resources_used.walltime = 483:03:04 

    job_state = R 

    queue = long 

    server = master1.kevlar 

    Checkpoint = u 

    ctime = Tue Jul 15 11:31:00 2014 

    Error_Path = headnode.kevlar:/mnt/lustre/home/mkochan/s 

        torage/walker/run/j-walker-299_310.e734424 

    exec_host = n13/0+n13/1+n13/2+n13/3+n13/4+n13/5+n13/6+n 

        13/7+n13/8+n13/9+n13/10+n13/11 

    exec_port = 15003+15003+15003+15003+15003+15003+15003+1 

        5003+15003+15003+15003+15003 
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    Hold_Types = n 

    Join_Path = n 

    Keep_Files = n 

    Mail_Points = a 

    mtime = Tue Jul 15 11:31:11 2014 

    Output_Path = headnode.kevlar:/mnt/lustre/home/tester/s 

        torage/walker/run/j-walker-299_310.o734424 

    Priority = 0 

    qtime = Tue Jul 15 11:31:00 2014 

    Rerunable = True 

    Resource_List.nodect = 1 

    Resource_List.nodes = 1:ppn=12 

    Resource_List.walltime = 20000:00:00 

    session_id = 2714 

    etime = Tue Jul 15 11:31:00 2014 

    submit_args = -q long –N j-walker-299_310 –l walltime=2 

        0000:00:00 -l nodes=1:ppn=12 

    start_time = Tue Jul 15 11:31:11 2014 

    Walltime.Remaining = 70260970 

    start_count = 1 

    fault_tolerant = False 

    job_radix = 0 

    submit_host = headnode.kevlar 

 

The most important (except the ones described above) are: 

• resources_used.cput  – used time of processor running, 

• resources_used.mem  – used memory, 

• resources_used.walltime  – total time of the task, 

• Error_Path, Output_Path  – path to the files with task results (see sec-

tion 5.8.3 Output data), 

• exec_host  – names of the nodes on which the task was 

running (here, two cores on each node n1-n13), 

• submit_args  – parameters for which the task was commis-

sioned,  

• start_time  – the beginning time of the task. 
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5.8.2. Deleting the task  

We can delete any task at any time regardless of its current state with 

qdel <job_id> command. In the case of waiting task, it is deleted from the queue, 

running task will be stopped. In both cases task achieves C state – completed. 

5.8.3. Output data 

The task can pass the results of its actions in different ways. It is easy when it is 

done by files – users’ home directories on all nodes are shared, so after the completion 

of program’s action, one check the results in working directory as it is done on stand-

ard PCs. However, there is a need to additionally describe data transferring on stand-

ard output and error output Normally the data is displayed on the console screen, how-

ever in case of task manager the program can be transferred to the execution while the 

user is away, e.g., at night. 

Because of that to each task additional files, containing output data in working 

directory are created; task names are as follows: 

• <task_name>.o<task_number>  – standard program output, 

• <task_name>.e<task_number>  – standard error output. 

In the previous example for the task named task-wait1 and using 294.master1 ID, 

task-wait1.o294 and task-wait1.e294 files have been created. Obviously it does not 

include tasks run in interactive mode (qsub -I), where standard outputs are displayed 

directly on the screen.  

 Environment modules 

Environment Modules collect environment settings for the program. Environment 

variables can be set, and necessary modules loaded prior to loading the program. Mod-

ules can be loaded, unloaded or switched on-the-fly. 

The following section presents module management commands with sample out-

put. 
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List of available modules module avail 

$ module avail 

 

-------------- /usr/share/Modules/modulefiles ------------- 

dot         module-info null 

module-cvs  modules     use.own 

 

--------- /usr/share/Modules/modulefiles_extra/mpi -------- 

mpich2/mpich2-1.2.1        openmpi/1.6.5-gcc(default) 

mvapich2/mvapich2-1.8.1    openmpi/1.6.5-gcc_4.8.2 

openmpi/1.4.3-gcc          openmpi/1.6.5-intel 

 

------ /usr/share/Modules/modulefiles_extra/compilers ----- 

PE-gcc              gcc-4.8.2 

PE-intel            intel/14.0(default) 

 

--------- /usr/share/Modules/modulefiles_extra/lib -------- 

scalapack/2.0.2-gcc   scalapack/2.0.2-intel 

 

-------- /usr/share/Modules/modulefiles_extra/tools ------- 

dl_poly/classic_1.9   python/2.7.3(default) 

openfoam/2.3.0        python/3.3.0 

paraview/4.1.0        vmd/1.9.1 

 

to see module info – module whatis module-name 

Module information  module whatis <module-name> 

$ module whatis python 

python             : Sets up Python 2.7.3 as default in yo 

ur environment 
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Detailed module information  module show <module_name> 

$ module show paraview 

----------------------------------------------------------- 

/usr/share/Modules/modulefiles_extra/tools/paraview/4.1.0: 

 

module-whatis  ParaView-4.1.0  

module   load gcc-4.8.2 python/2.7.3  

prereq   gcc-4.8.2 python/2.7.3  

prepend-path  PATH /opt/ParaView-4.1.0/bin  

prepend-path  LD_LIBRARY_PATH /opt/ParaView-4.1.0/lib  

---------------------------------------------------------- 

List loaded modules module list 

$ module list 

Currently Loaded Modulefiles: 

  1) PE-gcc                3) openmpi/1.6.5-gcc 

  2) python/2.7.3          4) dl_poly/classic_1.9 

Load an environment module module load <module_name> 

Unload an environment module module unload <module_name> 

Switch to different version of the module 

module switch <module_name/version> 

$ module load python 

$ module list 

Currently Loaded Modulefiles: 

  1) python/2.7.3 

$ module switch python/3.3.0 

$ module list  

Currently Loaded Modulefiles: 

  1) python/3.3.0 
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 Mass storage 

All computing nodes are connected to shared files system called LUSTRE. Nodes 

have not got local disks, and they start from LUSTRE resources, so they have got  

a homogenous configuration. If the administrator does not decide otherwise; all com-

puting nodes start from the same operating system image. 

• /home 

Users home directories. Source files, executable parallel file, output data 

and input data should be located there. Home directories are synchronized 

and displayed in the homogenous way on all cluster’s nodes. 

• /scratch  

Temporary fast computational space on SSD discs. In that part, there is 

no division on users and to avoid conflicts the data should be put in an 

individual directory created for each task, its name in $TMPDIR system 

variable. After task completion, the data is no more available. 

• /tmp  

Ramdisk directory (virtual files system located on RAM memory of  

a node). 

NOTICE! Do not use /tmp without administrator’s direct instruction. 
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Starting applications on cluster 

– examples 
Rafał Gawlik   
 

 Introduction 

Easy way to start tasks on the cluster is preparation of the script that includes 

transferred to queuing system information about needed resources (line start from 

#PBS) and commands starting the computing application or compiled program. 

Cluster is not designed to work in an interactive mode so the script should be 

prepared earlier on user’s computer. Programs and scripts prepared to work on the 

cluster should not use functions which require displaying graphical windows, because 

programs launched in the queue work only in text mode. 

 ANSYS Fluent Example 

Examples can be taken from: /home/_EXAMPLE/fluent_job directory. 

Files 

fluent_job directory contains following files: 

• airfoil.cas, 

• airfoil.dat, 

• journal.jou, 

• fluent_job.sh script starting the simulation. 



80 6. Starting applications on cluster 

Script 

#!/bin/bash -l 

#PBS -N fluent_job 

#PBS -l nodes=1:ppn=4 

#PBS -l walltime=00:05:00 

 

USER_NAME=user  #change to your user name 

cd /home/$USER_NAME/fluent_job 

 

journal=journal.jou 

FLUENTSOLVER=2ddp 

 

# DON'T CHANGE BELOW THIS LINE 

rm -f pnodes 

cat  $PBS_NODEFILE | sort > pnodes 

export ncpus=`cat pnodes | wc -l` 

 

fluent150 -g -pmpi-auto-selected -mpi=hp $FLUENTSOLVER -

t$ncpus -cnf=pnodes -ssh -i $journal > fluent.log 

 

• #PBS -N fluent_job 

#PBS -l nodes=1:ppn=4 

#PBS -l walltime=00:05:00 

Forwarding parameters to the queuing system: task name - -fluent_job, 

number of nodes – 1, number of cores – 4, prescibed time: 5 minutes. 

• cd /home/$USER_NAME/fluent_job 

Change working directory. 

• journal=journal.jou 

FLUENTSOLVER=2ddp 

rm -f pnodes 

cat  $PBS_NODEFILE | sort > pnodes 

export ncpus=`cat pnodes | wc -l` 

Setting program starting parameters. 

• fluent150 -g -pmpi-auto-selected -mpi=hp $FLUENTSOLVER -t$ncpus 

-cnf=pnodes -ssh -i $journal > fluent.log 

Launching the program with redirection of standard output to fluent.log 

file. 
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Adding the task to the queue 

Prepared scripts is added to the queue by a following command: 

$ qsub fluent_job.sh  

 

As the result of program action the output data file will be created: 

• airfoil-final.dat. 

and files: 

• fluent_job.eXXXXXX standard error file, 

• fluent_job.oXXXXXX standard output file (empty), 

• fluent.log redirected program output, 

• pnodes. 

 COMSOL Example 

Example can be downloaded from: /home/_EXAMPLE/comsol_job directory. 

Files 

comsol_job direcory contains: 

• mapk-for-kevlar.mph data file for simulation, 

• libegf-b.so a library used in simulation, 

• run.sh a script starting a simulation. 

Script 

The script starts the calculation in COMSOL program. 

 

#!/bin/bash 

#PBS -N comsol_job 

#PBS -l nodes=1:ppn=12 

 

USER_NAME=user #change to your user name 

 

cd /home/$USER_NAME/comsol_job 

 

/home/_PROGS/bin/comsol43b -ckl batch -inputfile 

/home/$USER_NAME/comsol_job/mapk-for-kevlar.mph -outputfile 
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/home/$USER_NAME/comsol_job/mapk-for-kevlar.out.mph  

-batchlog /home/$USER_NAME/comsol_job/mapk-for-kev-

lar.out.log 

 

• #PBS -N comsol_job 

#PBS -l nodes=1:ppn=12 

Forwarding parameters to the queuing system: task name – comsol_job, 

number of nodes – 1, number of cores – 12. 

 

• cd /home/$USER_NAME/comsol_job 

Change working directory. 

 

• /home/_PROGS/bin/comsol43b -ckl batch  

-inputfile /home/$USER_NAME/comsol_job/mapk-for-kevlar.mph  

-outputfile /home/$USER_NAME/comsol_job/mapk-for-kevlar.out.mph  

-batchlog /home/$USER_NAME/comsol_job/mapk-for-kevlar.out.log 

Starting the COMSOL program with parameters: 

o -inputfile  …/mapk-for-kevlar.mph input data, 

o -outputfile  …/mapk-for-kevlar.out.mph output data, 

o -batchlog  …/mapk-for-kevlar.out.log log. 

Adding the task to the queue 

Prepared scripts are added to the queue by a following command: 

 

$ qsub comsol_job.sh  

 

Apart from output data and log, as the result of program action the following files 

will be created: 

• comsol_job.eXXXXXX standard error file, 

• comsol_job.oXXXXXX standard program output, 

• mapk-for-kevlar.out.mph.status computational task status. 

 LS-DYNA Example 

Example can be downloaded from: /home/_EXAMPLE/lsdyna_job. 
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Files 

lsdyna_job directory contains files generated by LS-PrePost program, which acts 

as pre- and postprocessor: 

• billet.forge.209.d, 

• billet.forge.209.i, 

• billet.forge.209.k. 

and the script: 

• lsdyna_job.sh. 

Script. 

The scripts starts calculation in LS-DYNA program in parallel mode using mpi 

MVAPICH package. 

 

#!/bin/sh 

#PBS -N lsdyna_job 

#PBS -l nodes=1:ppn=10,walltime=1:00:00 

 

module purge 

module load mvapich2/1.6-intel 

 

USER_NAME=user #change to your user name 

 

cd /home/$USER_NAME/lsdyna_job/ 

 

mpirun lsdyna i=/home/$USER_NAME/lsdyna_job/bil-

let.forge.209.k 

 

• #PBS -N lsdyna_job 

#PBS -l nodes=1:ppn=10,walltime=1:00:00 

Forwarding parameters to the queuing system: task name lsdyna_job, 

number of nodes – 1, number of cores – 10, prescribed time for the task– 

1h. 

 

• module purge 

module load mvapich2/1.6-intel 

Deleting default MPI module and downloading mvapich2/1.6-intel mod-

ule. 
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• cd /home/$USER_NAME/lsdyna_job/ 

Change working directory. 

 

• mpirun lsdyna i=/home/$USER_NAME/lsdyna_job/billet.forge.209.k 

Starting LS-DYNA program with „task_name.k” task. 

Adding the task to the queue 

Prepared script is added to the queue by a following command: 

 

$ qsub lsdyna_job.sh  

 

As a result of program action, the set of data and log files will be created. 

 MATLAB Example 

Example can be downloaded from: /home/_EXAMPLE/matlab_job. 

Script 

#!/bin/bash 

 

#PBS -N gen_atoms_job 

#PBS -l nodes=1:ppn=1,mem=10mb,walltime=00:05:00 

 

USER_NAME=user #change to your user name 

 

cd /home/$USER_NAME/matlab_job 

 

/home/_PROGS/bin/matlab2013a -nodisplay -nodesktop -nojvm -r 

"run /home/$USER_NAME/matlab_job/gen_atoms; quit" 

 

• #PBS -N gen_atoms_job 

#PBS -l nodes=1:ppn=1,mem=10mb,walltime=00:05:00 

Forward parameters to the queuing system: In the given example out 

task will be executed on one core (ppn=1) of a single node (nodes=1), 
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will use 10 MB RAM memory and  the task time will not exceed 5 

minutes (walltime=00:05:00). 

 

• cd /home/$USER_NAME/matlab_job 

Going to the directory where the target program will be run. MATLAB 

gen_atoms.m script and matlab_job.sh starting script have been earlier 

copied to the directory. 

 

• /home/_PROGS/bin/matlab2013a -nodisplay -nodesktop -nojvm -r "run 

/home/$USER_NAME/matlab_job/gen_atoms; quit" 

Starting MATLAB R2013a in batch mode with „gen_atoms.m” script. 

After completion the program will be closed by quit command. 

Adding the task to the queue: 

Prepared script is added to the queue by a following command: 

 

$ qsub matlab_job.sh  

 

As the result of program action 3 files will be created: 

• gen_atoms_job.oXXXX standard program output, 

• gen_atoms_job.eXXXX program error output, 

• atoms.out output data. 

 Environment module programs 

Several programs are available on cluster Grafen as environment modules. If 

graphical interface is necessary one must use ssh –X command to start Grafen session. 

The following list presents available program modules: 

 

PROGRAM STARTING COMMAND 

DL_POLY_CLASSIC module load dl_poly/classic_1.9 

PARAVIEW module load paraview/4.1.0 

OPENFOAM module load openfoam/2.3.0 

VMD module load vmd/1.9.1 
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Selected applications 

Nowadays, numerical simulations have become an important tool to provide in-

sight into all fields of science. It is not surprising to observe increasing demand for 

development of faster and more complex algorithms solving a wide range of time and 

length scales, using coupled systems of equations with millions and billions of un-

knowns. The key component of such simulations is parallel development of high per-

formance computing  (HPC) systems, both in terms of hardware and software ad-

vances.   

Multiscale, multiphysics, great variability, large uncertainties, numerical issues, 

validation difficulties and extremely complex mathematical models are amongst the 

common features of contemporary mechanics. There is no doubt that the use of HPC-

based simulations became a must for solving scientific and engineering problems. 

It implies that the new methods and algorithms for mechanical engineering, material 

science, energy, aerodynamics, and computational biology have to be developed for 

efficient exploration of modern HPC architectures.  

In this chapter we show only few examples of complex computational applica-

tions, to illustrate problems where the use of HPC computers appears desirable. With 

the recent improvement of the IPPT computational environment, we do hope to note 

further highlights justifying this investment very soon. 

 Parameter sensitivity of a tensegrity model of a tis-

sue  
Eligiusz Postek 

7.1.1. Introduction 

The cytoskeleton can be modelled as a tensegrity structure [1]. The role of the 

cytoskeleton is continuously investigated. It is believed that the mechanical environ-

ment is very important to the cells behavior. We cite here, “Change the mechanical 

stresses on cancer cells and they can start to behave more like healthy ones” [1]. This 
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is the statement that the mechanical actions affect the living organisms from the level 

of the entire body to the level of the cell and below. The displacements and stresses 

are changing in the biological materials continuously due to the growth, division and 

death of the cells [2, 3]. 

7.1.2. Methodology, mechanical model 

The elementary cell consists of nucleus, actins, microtubules, membrane and col-

lagen. We will deal with the mechanical model of the cytoskeleton. The cytoskeleton 

consists of actins and microtubules. The actins act as tendons and the microtubules 

act as compressed struts. They build the tensegrity structure of the cell. The observed 

behavior of the elementary cells is viscoelastic. The cells are pre-stressed and keep 

approximately their volume when deformed and they stiffen when undergoing ten-

sion. These conditions fulfil the elementary icosahedron based tensegrity structure, 

Fig. 7.1.1 [4]. 

 
Figure 7.1.1. Elementary tensegrity cell; geometry, struts under compression – black and 
tendons under tension – grey. 

 

The inherent feature of the  model is the parameter sensitivity analysis [5–9]. In 

particular, the concept of comparison of the behavior of structures by means of the 

parameter sensitivity analysis was developed in the [5]. The concept was developed 

for the geometrically nonlinear systems in [7]. The numerical algorithms for the pa-

rameter sensitivity analysis were developed in the [8, 9]. 

The displacements and stresses fields are sensitive to the different parameters, for 

example, the geometrical parameters like lengths of the actins and microtubules, their 

cross-sectional areas, constitutive parameters like Young’s modulus, relaxation time 

and sizing parameters. The parameters can be grouped into clusters representing the 
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cells and  groups of clusters. The idea gives information about the influence of cells, 

their elements and groups of cells. In fact, while observing the derivatives we obtain 

an additional tool to evaluate the effects of the mechanotransduction. Therefore, we 

believe that the parameter sensitivity analysis should be a part of the analysis of cell 

assemblies. 

7.1.3. Mathematical formulation 

The discrete nonlinear incremental finite element equation of equilibrium fulfilled 

at the end of the time step after all Newton-Raphson iterations is of the form [8, 9] 
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where B is the linear operator, B’ is the nonlinear operator, N is the shape functions 

matrix, τtt is the Cauchy stress matrix, ∆q is the displacement increment, ∆S is the 

stress increment, ∆f is the body forces increment, and ∆t is the tractions increment. 
The integration is over the domain Ω and the boundary ∂Ωσ where the stress type 
boundary conditions are fulfilled. The variables are evaluated at the beginning of the 
step that means at time t (upper t index). The variables are referred to the configuration 
at time t (lower t index). In the Updated Lagrangian configuration, we look for the 
variables at time t+∆t.  

We define the parameter sensitivity analysis as an investigation of a general per-

formance functional valid on the body tΩ and its boundary 
t
σΩ∂  depending on dis-

placements q, stresses S and a parameter h. The functional  is given as follows: 
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The goal is to find the derivative of the functional with respect to the parameter h at 
time t+∆t. In other words, we need to find the sensitivity of the functional (7.1.2). We 
do not consider the shape sensitivity. 

Let’s assume that the stresses, and the displacements depend on the parameter h. 
Therefore, we can differentiate the equation of equilibrium with respect to the 
parameter h as follows: 
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The stress increment depends on the total stress S at time t, strain increment ∆e, and 
the parameter h. Therefore, the definition of the constitutive tangent is as follows: 
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Differentiating the stress increment we obtain: 
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Employing the definition of the constitutive tensor (7.1.4) and the finite element 
discretization we obtain the following form of the stress increment derivative: 
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The symbol |∆q(h)=const is a consequence of the assumption that the in the Updated 
Lagrangian approach the reference configuration is not dependent on the parameter h. 
Substituting the stress derivative increment into the Eq. (7.1.3) we obtain the equation 
for displacement increment sensitivities: 
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In short, the sensitivity equation takes the form: 
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On the right hand side (r.h.s.) of the Eq. (7.1.8), we have the sensitivity of the loading 
increment and the sensitivity of the internal force increment ∆R. The last derivative 
consists of the last two terms of the Eq. (7.1.7). 

To complete the algorithm, we need to make two steps, firstly, accumulate of the 
displacement and the stress sensitivities: 
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and secondly, calculate the sensitivity of the performance functional: 
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The constitutive model is viscous-elastic such as the stress increment depends on total 
stress S, the shear modulus (G), the bulk modulus (K) and the strain increment ∆E as 
follows: 
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where t is the time and λi are the relaxation times of the particular parallel dampers. 
The Eq. (7.1.11) describe the generalized Maxwell model [10]. 
Considering the truss elements the operators B and B’ are of the form: 
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where l is the length of truss element. The operators (7.1.12) are derived using the 
linear shape functions matrix, [12]. 
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The constitutive matrix for the uni-axial stress state is a particular case of the Eqs. 
(7.1.11) and reads: 
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where ∆exx is the uni-axial strain, Eo is the Young’s modulus in the Hookean element, 
and Ei  are the Young’s moduli in the parallel Maxwell elements. 

7.1.4. Computer implementation 

The parallel version of the program includes the solver MUltifrontal Massively 

Parallel Solver, MUMPS [12, 13]. We use the Newton-Raphson technique for solving 

the equation of equilibrium (7.1.1). The sensitivity algorithm creates additional right 

hand sides (7.1.8). We need to solve for as many right hand sides as the design varia-

bles. The design sensitivity equation is solved using the triangularized form of the last 

stiffness obtained in the last iteration loop. The algorithm is summarized in Fig. 7.1.2. 
 
 

 

1) Solve the Eq. (7.1.1) for displacement increments 

2) Create the r.h.s vectors of the Eq. (7.1.8), as many as parameters h 

3)  Solve the Eq. (7.1.8) for sensitivity increments 

4) Calculate the stress increment sensitivity (7.1.6) 

5) Accumulate the displacement and the stress sensitivities (7.1.9) 

6) Calculate the sensitivities of the performance functional  (7.1.2) 

7) Pass to the next incremental step 

 

 

Figure 7.1.2. The outline of the numerical algorithm. 

 

We need to solve for as many right hand sides as the design variables. The design 

sensitivity equation is solved using the triangularized form of the last stiffness ob-

tained in the last iteration loop.  
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Figure 7.1.3. Speed-up of the calculations. 

 

 
 

Figure 7.1.4. Stiffening effect in the tensioned cell, load versus displacement. 

 

An example of calculations with the presented algorithm shows the speed-up, 

Fig. 7.1.3. The 3D system consists of 80400 nodes and 270399 bar elements. The 

computer time for triangularization of the system of equations for one time step is 

shown in the Fig. 7.1.4. It is 21.27 sec with 2 cores, and 2.36 sec with 32 cores. The 

computer is the cluster IPPT “Grafen” that is presented in the sections before. The 3D 

system is defined in the first example in the paragraph below. 
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7.1.5. Numerical illustration 

Single cell analysis 

We deal with the elementary cell model with equivalent actins and microtubules 

shown in the Fig. 7.1.1. The results presenting the stiffening effect are shown in 

Fig. 7.1.2. We adopt the following data, namely, height of the cell 64 µm, cross-sec-

tional areas of the tendons (filaments) 10 nm2, cross-sectional areas of the struts (mi-

crotubules) 190 nm2, Young’s moduli of the tendons 2.6 GPa and the struts 1.2 GPa, 

initial prestressing forces 20 nN, maximum loading 0.1 N, relaxation time 1.0 sec, 

Ei/Eo ratio 0.91 (case A) and 0.1 (case B). We may note certain effect of the imperfect 

position of the nodes and higher stiffening effect for higher Ei/Eo ratios  

(case A). 

 

Single layer of cells analysis 

We consider a honeycomb pattern of the single layer cell matrix, Fig. 7.1.3, that 

is made of the elementary cells presented in Fig. 7.1.1. We assume the same data for 

each single cell as in the generic cell above. The layer of cells can slide and is fixed 

on its right side preventing rigid body motions, Fig. 7.1.3. It is loaded with the con-

centrated forces on the left side. Each concentrate force is 100.0E-04 N. The tissue is 

made of 10000 elementary cells. We observe the displacement sensitivities and con-

sider the tissue with a punched hole and a slit. Having the displacement sensitivities, 

we can evaluate the performance functional at each place of the tissue. 

 

 
Figure 7.1.5 Matrix of elementary cells: 3D view and a corner detail. 
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In our case, the performance functional is q=Ψ where q is calculated at nodes of the 

mesh. In this case, the displacement sensitivity fields are the parameter sensitivities 
of the functional. The displacement fields are shown in Fig. 7.1.4. 

 

(a) (b) 

 (c) 

Figure 7.1.6. Displacement fields; (a) ideal tissue, (b) hole, (c) slit. 

 

Specifically, we investigate the displacement sensitivities with respect to the var-

iables defined as the set of the lengths of the microtubules in 4 cells. The positions of 

the cells are shown in the Fig. 7.1.5. It demonstrates the effect of simultaneous per-

turbation of the microtubules in 4 cells. Supposing, we would assume simultaneous 

perturbation of all microtubules in one cell. It would reflect the effect of homogenous 

growing of one cell. The effect of the growth is evaluated employing the sizing pa-

rameters. In this case, we do not consider the shape sensitivity. The cells are easily 

visible in Fig. 7.1.6 since the design sensitivity gradients are the highest with the cells 

forming hot spots. When comparing the maximum sensitivities, we note that the less 

sensitive with respect to the defined set of the design parameters is the ideal system, 

Fig. 7.1.6a and the most sensitive is the system with the slit, Fig. 7.1.6c. The system 

with the hole is moderately sensitive, Fig. 7.1.6b. 
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Figure 7.1.7. Positions of the cells that stand for the set of parameters. 

 

  
(a) (b) 

 
(c) 

Figure 7.1.8. Parameter sensitivity field: (a) ideal system., (b) hole, (c) slit. 
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7.1.6. Final remarks 

We have presented the implemented design sensitivity algorithm valid for nonlin-

ear path dependent systems. The application is the computational systems biology. 

We have described numerical aspects of the implementation with parallel multifrontal 

solver. We have shown a numerical example and a possible scenario of application of 

the presented theory.  
It has been found that the parallel solver MUMPS suits well to the large nonlinear 

design sensitivity problems because it is possible to solve several right hand sides of 
the sensitivity equation keeping the triangularized sparse tangent stiffness throughout 
the process of the elimination of the right hand sides. 

We have shown that it is possible to form the design variables into groups reflect-
ing the growth of single cells and the growth of group of cells. The effects of single 
cell growth on the displacement fields in the tissue was shown in [14]. 
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 Generic models of linear and non-linear visco-

elastic surface deformation 

above a fault 
Eligiusz Postek 

7.2.1. Problem statement 

The element of the seismic mic slip. It appears at the moment of the earthquake. 

For example, analyses of such a slip are presented in the paper [1, 2]. The analyses 

are done with the InSAR. An example of such a InSAR analysis is shown in Fig. 7.2.1. 

This a deformation pattern around a strike-slip fault in Tibet after the Mw 7.6 earth-

quake that occurred in 1997. High efforts are made to predict the post-seismic defor-

mation that is caused by the co-seismic slip. However, the efforts are still not very 

successful. It is believed that the problem is still lack of sufficient data on the faults 

and the distribution of the slip. The problem is that the mechanism of a triggering of 

an earthquake is not well as yet. 

 

 

Figure 7.2.1. Manyi (Tibet) fault, the InSAR pattern of the deformation after the earthquake 

(with the Prof. Tim Wright’s permission, University of Leeds). 
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We present a class of viscoelastic constitutive models [3]. This is a family of non-

linear Maxwell models (non-Newtonian). The generic model of a fault is presented. 

The constitutive law depends on the temperature (Arrhenius law), time and strain 

hardening. The program is aimed at calculations of layered and arbitrarily variable 

systems for co-seismic, post-seismic slip and rebounds. The evidence of applicability 

of such models is shown in [4]. 

The numerical example that is described in the last section is aimed at the a qual-

itative analysis of the strike-slip fault. 
 

7.2.2. Nonlinear creep 

The problem of the non-linear creep is defined with the small strains assumption 

and additivity of the elastic and creep strain rates: 

 
cre εεε &&& += . (7.2.1) 

 

The total creep strain is a function of stress, temperature and time. The dependence of 

this parameters is separable: 

 

( )tTFcr ,,σε = ,       ( ) ( ) ( )Tftffcr

321 σε = . (7.2.2) 

 

The temperature function depends on the creep activation energy H, temperature T 

and the universal gas constant R:  

 

( ) 







=

RT

H
Tf exp3

. (7.2.3) 

 

We deal with the creep law where stress is in exponent n and time is in exponent 

m. We have to calculate the creep strain rate. We assume time and strain harden-

ingrules. The strain hardening means that the creep strain rate depends on the total 

creep strain. The total creep strain is calculated directly from the creep law and sub-

stituted into the expression for the creep strain rate. The equations read: 

 

( )TftA mncr

3σε = , 

(7.2.4) 
1−= mncr tmAσε& , 

( ) m

m
crm

n

ncr mA
11 −

= εσε& . 



100 Selected applications 

To get the relations for the 3D stress state we need to calculate the volumetric and 

the deviatoric parts of the stress tensor:  

 

kkm
σσ

3

1
= , 

(7.2.5) 

kkijijij
S σδσ

3

1
−= . 

 

The equivalent stress and strain read: 

 

( ) ( ) ( ) ( )[ ]2

1
222222

6
2

1
xzyzxyzzxxzzyyyyxxeff τττσσσσσσσ +++−+−+−= , 
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( ) ( ) ( ) ( )[ ]2

1
2222222

6
3
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cr

eff γγγεεεεεεε +++−+−+−= . 

 

We will assume that the creep strain developes only during shear deformation. To 

calculate the creep strain rate we introduce the creep potential using the Prandtl-Reuss 

condition. The flow function is the Huber-Mises function where λ is determined by 

substituting into the expression for the equivalent stress and utilizing the definition of 

the effective creep strain: 

 

ij

cr

ijcr

ij S
dt

d
λ

ε
ε ==& , (7.2.7) 

where 

 

( ) 11

2

3 −−
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eff
tmA σλ . (7.2.8) 

 

The formulae for the creep strain rate, time and strain hardening cases are as follows: 
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( ) ( ) m

m
cr

effij
m

mn

eff
mcr

ij SmA
11

2
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Additionally, the creep strain rates above are multiplied by the function of temperature 

which has been omitted for brevity, so far. We will use finite element displacement 

model. In the results below we assume m = 1 in all cases. 
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7.2.3. Numerical algorithm 

We will use finite element displacement model with the explicit time marching 

scheme [5]. In this particular case, the 3D 10 nodes finite elements are used [6]. 

 

1. Calculate the initial solution (elastic): 

 

QqK ∆=∆e
, 

(7.2.10) Ω= ∫
Ω

de DBBK T
, 

q∆Βσ ∆= , 

 

where Ke is the stiffness matrix,  ∆q is the displacement increment vector, ∆Q 

is the loading vector, D is the elasticity matrix, B is the discretized linear oper-

ator that acts on the nodal displacements. The continuous form of the B operator 

is as follows:  
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2. Calculate the initial time step: 

 

 

( )
( )TfEAn

t
n

eff 3

13

24
−

+
=∆

σ

ν
, (7.2.12) 

 

where E is the Young’s modulus, ν is the Poisson’s ratio and tfact is the time 

step safety factor. 
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3. Start time integration loop 

 

a) calculate the stress deviator, 

 

b) calculate the creep strain increment: 

 

( )[ ]( )mm

dev

n

effcr
tttTfmA −∆+=∆ −

3

1

2

3
Sε σ , (7.2.13) 

 

c) calculate the creep stress increment and the increment of the equivalent 

internal forces vector: 

 
crcr
εDσ ∆=∆ , 

(7.2.14) Ω∆−=∆ ∫
Ω

dcr
σBF T , 

 

d) calculate the displacement and strain increments: 

 

FqK ∆=∆e
, 

(7.2.15) 
qBε ∆=∆ , 

 

e) calculate the strain and stress increments: 

 

cri εεε ∆−∆=∆ . (7.2.16) 

 

The critical time step can be checked for every time increment or the number of 

checks can be assigned by the user. 

7.2.4. Numerical example 

We investigate a model of a fault between two crustal blocks. Because of relative 

movement of the crustal blocks in the contact zones patches of load (tractions) appear. 

This model imposes such tractions on a single block. This action causes deformation 

on the surface. The deformation can be monitored by observations of the GPS points 

or InSAR analysis. The scheme of the crustal block is given in the Fig. 7.2.2.  
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(a) (b) 

 

Figure 7.2.2. Crustal block with strike-slip fault (a) analysed cross-sections and point R (b). 

 

The conceptual model is further analysed with a rectangular patch (30 by10 km) 

of sinusoidal displacements (co-seismic slip, maximum 5 m), Fig. 7.2.2a. The fault 

surface is fixed (locked) except for the patch where the displacements are applied. 

The centroids of the patches are placed at the depths −5 km, −10 km, −15 km, −25 km, 

−35 km and −45 km, respectively. The Young's modulus is 5.0E+10 Pa, Poisson's 

ratio is 0.25 and viscosity coefficient A is 2.2E-20 1/(Pa ·  sec). We observe the vertical 

displacement variation in time of a characteristic point R (position of the point is 

x = 8.33 km, z = 61.7 km), Fig. 7.2.2b. We note the qualitative difference in the dis-

placement variation for different n. The displacements tend to steady state solutions 

almost immediately for n = 13 (log time = 0.1), slower for n = 2 (log time = 6) and 

very slow for the linear Maxwell model, n = 1 (log time = 10). 

We investigate two cross-sections along the block: A-A, x = 8.33 km and B-B, 

x = 25 km, Fig. 7.2.3b. The elastic displacements are shown in the Fig. 7.2.3.  

 

  
(a) (b) 

 

Figure 7.2.3. Elastic displacements; a) cross-section A-A, b) cross-section B-B. 
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Depending on the position of the patch the maximum displacements vary from 

0.14 m to 0.02 m in the cross-section A-A and from 0.05 m to 0.02 m in the cross-

section B-B. They are the largest in the cross-section A-A for the shallower co-seismic 

slips which are close to the fault. However, the displacements in the cross-section B-

B are larger for the deeper co-seismic slips than for the shallower. The elastic vertical 

displacements pattern for co-seismic slip −15 km is shown on in Fig. 7.2.5a. The ver-

tical displacements with the cross-sections A-A and B-B at log(time) equal to 10, 6 

and 1 are given in the Fig. 7.2.3. The displacements in the cross-sections A-A are 

negligible for deep slips for n = 2 and n = 3, what is different from the situation when 

n = 1. The displacements did not decay. Considering the cross-section B-B we note 

that the displacements are decaying for non-Newtonian laws. The vertical displace-

ments patterns for the case −15 km are shown in Fig. 7.2.5 b, c, d. The largest vertical 

displacements are for the linear Maxwell model. The lowest and the most concentrated 

are for the non-newtonian model with n = 3. The model consists of 46080 10-nodes 

tetrahedral elements and 100800 nodes. 

  
(a) (b) 

 
(c) 

 

Figure 7.2.4. Dependence of controlled displacement on time for the exponent that equals  

1 (a), 2 (b) and 3 (c). 
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(a) (b) 

  

(c) (d) 

Figure 7.2.5. Vertical displacements distribution, elastic solution (a), displacements   along the 

cross-section A-A (a) and the cross-section B-B. 

7.2.5. Final remarks 

We have presented a generic model of the fault using newly developed version of 

Oregano program, for example [7]. The new version is called  Oregano-VE which 

allows general Maxwell viscoelastic deformation fields to be computed [8, 9]. We 

verify the program solving uni-axial stress problem for linear and nonlinear creep de-

formation. Our 3D example problem shows displacement fields on the surface of a 3D 

crustal block. We examine the effect of traction forces and, first of all, the application 

of a step-function displacement to a patch of the block, representing a slipped fault 

surface. We observe the co-seismic deformation patterns and the post-seismic creep. 

We identify the qualitative differences between Newtonian and non-Newtonian be-

haviour of the block. The presented algorithm can be extended immediately to other 

nonlinear creep laws [10, 11]. 
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 Microstructure-based modelling 

of sound absorption in rigid porous media 
Tomasz Zieliński 
 

Sound propagation and absorption in porous media with a rigid frame (skeleton) 

are usually modelled using the fluid-equivalent approach, where the porous material 

is substituted by an effective dispersive fluid. The Johnson-Champoux-Allard-

Lafarge semi-phenomenological model and its variations are perhaps the most effi-

cient and frequently used realizations of that idea. These models use from six to eight 

parameters that, in fact, results purely from the geometry of porous microstructure; 

they are, i.e.: the total open porosity, the tortuosity, the (viscous) permeability and its 

thermal analogue, the viscous and thermal characteristic lengths, etc. Other necessary 
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parameters are some well-known physical properties of the fluid in pores, namely: the 

density, the viscosity, the Prandtl number, the ratio of specific heats, and the ambient 

mean pressure. 

The multiscale modelling relies on the fact that the geometrical (or transport) pa-

rameters of a porous medium can be computed from the microstructure by solving 

some relevant physical problems. In practice, this requires rather large computational 

resources since the problems must be solved on rather complex realistic domains of 

porous media using the Finite Element Method. COMSOL Multiphysics software 

working on the „Grafen” supercomputing cluster allowed to solve the scaled problems 

of viscous flow (i.e., the Stokes flow), heat transfer, and potential flow (i.e., the La-

place problem) on various Representative Volume Elements for porous materials with 

oval (spherical) pores of various size filled with air (see Fig. 7.3.1), or for porous 

media composed from rigid spherical beads of identical diameter where the fluid (the 

air) fills the open space between the spheres (see Fig. 7.3.2 and 7.3.3). Moreover, 

some corresponding harmonic problems (namely, the scaled harmonic viscous flow 

and the scaled thermal flow) were also solved using COMSOL Multiphysics on the 

„Grafen” supercomputing cluster for many computational frequencies in a wide fre-

quency range, in order to calculate directly from the microstructure some frequency-

dependent characteristics relevant for viscous and thermal effects of sound waves dis-

sipation. 

The procedures for the direct or hybrid microstructure-based approach for mul-

tiscale modelling of sound propagation and absorption in rigid porous media were 

developed in MATLAB integrated with COMSOL Multiphysics through LiveLink for 

MATLAB, and were tested using the „Grafen” supercomputing cluster, and some of 

the results were validated experimentally. For example, Fig. 7.3.2 presents the electric 

potential field found by solving the Laplace problem defined on the finite element 

mesh of a fluid domain of the Representative Volume Element constructed for a po-

rous medium of freely-packed rigid spheres. In that case the so-called Simple Cubic 

(SC) arrangement of spheres was used to create the representative cell; however, the 

spheres were allowed to overlap slightly in order to adjust to the actual (i.e., measured) 

porosity of the medium that was 42% (see Fig. 7.3.2). The Finite Element Analysis 

was carried out and its result served to calculate the average parameters of tortuosity 

and viscous characteristic length. The analyses of viscous, incompressible flow and 

thermal flow were also effectuated using this SC-RVE of a porous medium, which 

allowed to calculate the remaining parameters, like for example, viscous and thermal 

permeabilities. Similar analyses were also computed for another RVE based on the 

so-called Body Centered Cubic (BCC) arrangement of spheres. This time, however, 

the spheres were slightly shifted apart in order to fit the actual porosity of 42%. 

Fig. 7.3.3 shows the BCC arrangement, finite element mesh of the RVE of the fluid 
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domain, as well as an exemplary solution of the scaled thermal flow problem, which 

served to calculate the averaged parameter of the thermal permeability. The macro-

scopic transport parameters calculated from the relevant microstructural analyses 

based on the SC and BCC Representative Volume Elements were used by the 

MATLAB procedures in order to calculate some harmonic characteristics of the con-

sidered porous medium, and then the frequency-dependent complex effective speed 

of sound. Eventually, the surface acoustic impedance and absorption coefficient were 

calculated for the 106 mm-thick layer of such medium composed of identical rigid 

spheres with diameter 5.9 mm. All calculations were done for both RVEs and finally 

the results of multiscale modelling were compared with the result found experimen-

tally form the measurements of such layer carried out in the impedance tube: as it can 

be seen from Fig. 7.3.4, a rather good agreement was found. 

 

   

(a) (b) (c) 

 

Figure 7.3.1. Periodic RVE showing solid skeleton (a), the corresponding finite element mesh 

of fluid domain (c), and the viscous permeability field resulting from the scaled solution of the 

viscous flow through porous medium (b). 
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(a) (b) 

 

Figure 7.3.2. Periodic RVE with the SC sphere packing, the finite element mesh of fluid do-

main (a), and the electric potential field resulting from the scaled solution of the Laplace prob-

lem inside porous medium (b). 

 

(a) (b) (c) 

Figure 7.3.3. Periodic RVE with the BCC sphere packing (a), the finite element mesh of fluid 

domain (b), and the thermal permeability field (c) resulting from the scaled solution of the 

thermal flow inside porous medium. 
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Figure 7.3.4. Acoustic absorption of 106 mm-thick porous layer of identical spheres with di-

ameter of 5.9 mm. 
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 Reliability analysis of reinforced concrete structures 
Eligiusz Postek 

7.4.1. Introduction 

Recently, a construction of new nuclear power plant is planned. Therefore, we 

decided to remind one of methodologies that is used during design of such plant for 

failure pressure. 

The application of the reliability analysis and reliability based design is very 

broad. It is particularly useful in the case of taking into account different types of 

material and geometric imperfections. However, the researchers and the designers are 

often discouraged with some disadvantages of the stochastic approach which is very 

often linked with the crude Monte-Carlo method, for example [1]. An improvement 

of the method is the adaptive Monte-Carlo method. A significant improvement of the 

methodology is the sensitivity based approach [2-7, 18]. It is particularly useful under 

the condition of obtaining the necessary design derivatives of the failure functions 

analytically making the solution independent of the chosen perturbation.  

7.4.2. Reliability algorithm 

Consider a stochastic process as a vector of random variables U. The specific re-

alization is the vector x = {xµ, xσ } where xµ and xσ are the vectors of the mean values 

and standard deviations, respectively. This is valid with the assumption of the proper 

stochastic distributions. The following failure function is defined: 

 
0)( =xg . (7.4.1) 

 

The vector x is transformed to the system of standard variables u with the Rosen-

blatt transformation x=T(u). The definition of the reliability index takes the form [5]: 

 

( ) .0conditionthewithmin* === uuu gβ  (7.4.2) 
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A range of methods of calculation of the reliability index exists. For example, 

Rackwitz-Fiessler method [11]. The failure function g in (7.4.1) depends on the sto-

chastic parameters vector x(u) and the performance function Ψ. The performance 

functions depends on displacements vector q or stress vector S. Both; the displace-

ments and stresses depend on x, as well. Therefore, the failure function is of the form: 

 

( ) ( )[ ]{ } .0, =uxux ψg  (7.4.3) 

 

The first derivative of the failure function (7.4.3) with respect to standard variables 

vector takes the form: 
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The first derivative of the failure function is necessary while performing the optimi-

zation procedure (7.4.1). The derivatives ∂g/∂Ψ and ∂g/∂u are usually calculated ex-

plicitly. The derivatives ∂x/∂u are obtained exploiting the transformation  x = T(u). 

The derivatives ∂Ψ/∂x are the sensitivities. They can be calculated using the methods 

described in [3, 4, 14].  

7.4.3. Performance functions 

Let us consider a function determined in the domain Ω and its boundary ∂Ωσ ful-

filling the displacement and stress boundary conditions. The function depends on 

stresses S and nodal displacements q. The stresses and the displacements are depend-

ent implicitly on the parameter h and are determined at time t+∆t (i.e. at the end of the 

step) what is consistent with the Updated Lagrangian approach [24, 25]. The function 

takes the form: 
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The goal of the analysis is to calculate the total derivative of the function (7.4.5) with 
respect to parameter h. The derivative reads:  
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The particular case of the function (7.4.5) is the displacement constraint condition 
 

0<−= aqqψ , (7.4.7) 

 
where q is a chosen displacement and qa is its allowable value. 

7.4.4. Parameter sensitivity 

Direct differentiation method (DDM) 

The goal is to obtain the increment of the sensitivity of the function (7.4.6) with 

respect to the parameter h. The sensitivity of the incremental equation of equilibrium 

is of the form: 

h
d
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d t

L
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∆
∫
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QS
BT . (7.4.8) 

Taking into account the explicitly integrated constitutive equation the design de-

rivative of the stress increment ∆S is calculated. The elastic-plastic matrix C(e-p) and 

the strains increment depend on the sensitivity to parameter h. Simultaneously, the 

elasto-plastic matrix is a function of the total stresses S and internal variables vector 

γ. The last two variables are known at time t, i.e. at the beginning of the step. Then, 

the stress increment takes the form: 
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Differentiating the Eq. (7.4.9) with respect to the parameter h the relation for the 

stress increment sensitivity takes the form: 
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Substituting the stress increment sensitivity in the (3.1.8) for the (3.1.10) and having 
in mind the written in finite element format the strains-displacements relation 
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qBe ∆=∆ T

L
, (7.4.11) 

 
the expression for the displacement sensitivity increment is obtained: 
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The first component of the above expression (7.4.12) (in the round brackets) stands 

for the tangent stiffness (elastic-plastic), and the last one is the design derivative of 

the nodal internal forces assuming that the displacement increment is independent of 

the parameter h. After solving the Eq. (7.4.12) for the displacement sensitivity incre-

ment, the sensitivity increments have to be accumulated in time, as well as the stress 

and the internal variables increments and their sensitivities. 

Adjoint variable method (AVM) 

An alternative way to calculate the sensitivity of the function (7.4.6) is the adjoint 

variable method (AVM). The objective of the method is to avoid the calculation of 

the displacement design derivative directly. The method may rationally be applied 

only to the problems of (linear or nonlinear) elasticity problems [27]. 

Additionally to the original structure an adjoint structure is defined. The adjoint 

structure has the same physical properties but is loaded by the adjoint load defined as 

the partial derivative of the function (7.4.6), with respect to the corresponding dis-

placements. For the detailed description of the method, we refer to the literature 

[4, 26]. 

7.4.5. Constitutive model 

An outline of the parameter sensitivity algorithm for a constitutive model having 

its application in the RC structures is presented herein. The Chan-Scordelis constitu-

tive model for concrete [13, 19], and elastic-plastic with isotropic hardening constitu-

tive model for steel are taken into account. 

The main assumption of the model is the concept of uniaxial equivalent strains 

which allow to describe the material behavior in the principal directions [20]. Con-

cerning the plane stress case, the possible states of the material are as follows: com-

pression-compression, compression-tension and tension-tension. The relations for the 

compression-compression state are presented below. The uni-axial compression state 

describes by Saenz’s equations [21]: 
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where Eo is the initial tangent modulus, Es is the secant modulus, εiu are the equivalent 
uniaxial strains, εic are the maximum equivalent uniaxial strains and σic are the maxi-
mum equivalent uniaxial stresses in the plane stress state. The relations for σic  and for 
εic are determined by the Kupfer-Gerstle curve [22]: 
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where β is the principal stresses ratio σ1/σ2, fc and εc are the maximum strength and 

maximum strains according to the uniaxial compression test. The Eqs. (7.4.13)–

(7.4.15) are validated experimentally.  

The right hand side of the sensitivity equation for the reinforced concrete in the 

plane stress state is as follows: 
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The matrix C is the constitutive matrix of the orthotropic material depends on the 

actual tangent moduli in the principal directions i. The matrix C(e-p) is the elastic-plas-

tic matrix for the reinforcing steel acting in the uniaxial direction. 

Aiming at calculation of the parameter sensitivity of the increment of the internal 

forces vector, the sensitivities of the tangent uniaxial moduli that depend on the state 

of the material, i.e. total stresses and total strains and their derivatives have to be 

known. The stress increment in the direction i may be expressed as follows: 



116 Selected applications 
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The parameter derivative of the stress increment takes the form: 
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The sensitivity of the tangent moduli is of the form: 
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The partial derivatives in (7.4.19) can be obtained by differentiating the expressions 
of Kupfer-Gerstle curve (7.4.13)–(7.4.15). The ordinary derivatives are accumulated 
in time. 

7.4.6. Applied finite element 

In our application, the isoparametric layered shell element of Ahmad is used 

[14,15]. To have a consistent derivation, firstly the stiffness matrix of the element is 

presented, secondly, the contribution of the reinforcement to the element stiffness is 

shown and finally the sensitivities of the total stiffness matrix with respect to the pa-

rameters of the reinforcement properties, e.g., Young’s moduli, thickness and the dis-

tance of the reinforcement layer from the midsurface of the shell are presented. 

 

The geometrical relations in the shell element are defined in the four reference 

systems, Fig. 7.4.1. The systems are as follows: 

•  Global system – this is an arbitrary Cartesian system {X,Y,Z}, the final total 
stiffness is defined in that system. 

• Local isoparametric system {ξ, η, ζ} – the curved midsurface of the element 
(in the  ξ,  η coordinates) and the positions of the layers (by the ζ coordinate) 
are defined. 

• Local nodal coordinate systems – these systems are defined in each node by 

three orthogonal vectors { iii
321 ,, VVV } where i is the node number i = 1..9. 

• Local coordinate system {x’, y’, z’} – this is a Cartesian system in which the 

strains, stresses, generalized forces and the design derivatives are calculated. 

That system is defined at the integration stations 
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Figure 7.4.1. Layered shell element, coordinate systems. 

 

The geometry of the element is defined by the relations: 
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The displacement field in the element is defined by the following equation: 
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where Ni are the Lagrange shape functions and Φi is a vector containing vectors tan-
gent to the midsurface defined in the nodal coordinate system as follows: 
 

[ ]iii 12 , VVΦ −= . (7.4.22) 

 
At each node of the element three translational degrees of freedom u, v, w parallel to 
the axes of the global coordinate system X, Y, Z and two rotational degrees of freedom 
α1, α2 being the rotations about the vectors V1, V2 are defined. The geometrical rela-
tions developed om the local coordinate system are of the form: 
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The above relation constitutes the dependence between the displacements in the global 
coordinate system X, Y, Z and the local one x', y', z'. Taking into consideration the 
displacement field (7.4.21) and the geometrical relations (7.4.23) and denoting by A 
the following term: 

















==−

33

2221

1211

1T

00

0

0

A

AA

AA

AJΘ , (7.4.25) 

 
where J is the Jacobian of the transformation between the local coordinate system x', 
y', z' and the isoparametric one the geometrical relations take the form: 
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Matrices Bi and Di are of the form: 
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where 
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(7.4.28) ηξ ,22,212 ii
NANAB += , 
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The stiffness matrix is obtained using numerical integration. The element is layered 

and is integrated using Simpson's rule across the thickness and 4 or 9 points Gauss 

rule over the surface. The ready for programming stiffness matrix is of the form: 
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The c
mnC  is the constitutive matrix for the orthotropic material defined at the integra-

tion stations, the summation over m is done over integration points. N depends on the 

integration rule is 4 or 9. Summation over n is done across the thickness, nc is the 

number of the concrete layers in the element, wm is the Gauss weight, ζ is the normal-

ized coordinate of the layer n measured in the direction ζ, c
nw  is the weighting coeffi-

cient for the Simpson rule, tm is the thickness of the shell at the point m. 

Reinforcement 

The 'smeared' model of the reinforcement is used. The equivalent thickness 

ts = As ds, where As is the cross-sectional area of the reinforcement bar and d is the 

distance between the bars, is assumed. The uniaxial stress state is assumed in the re-

inforcing bars. The reinforcement is placed in the two orthogonal directions. Then, 

the constitutive matrix for the reinforcement assuming its existence in both directions 

is of the form: 
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If the reinforcement exists only in one chosen direction the nonzero elements of the 

above matrix (7.4.30) are the relevant or C′
s(11)=Es or C′

s(22)=Es terms (Es is the Young’s 

modulus for the reinforcement). The total stiffness is the sum of the stiffness of the 

concrete and the equivalent reinforcement layers: 

 

scE KKK += . (7.4.31) 

 

The stiffness matrix of the reinforcement is similar to the stiffness matrix (7.4.29) 

presented above. It is obtained introducing instead of the constitutive matrix for the 

orthotropic material the relevant constitutive matrices for the equivalent reinforce-

ment layers (7.4.30). The stiffness matrix for the reinforcement layers is of the form: 
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The summation over m index denotes the sum over Gauss points on the surface of 

the element. The ns is the number of the reinforcement layers, 
s

nς is the non-dimen-

sional coordinate that fixes the position of the reinforcement layer with respect to the 

midsurface of the shell element (direction ζ). The 
s

mnC is the constitutive matrix of 

the reinforcement layer at the integration point. 

Sensitivities of the stiffness matrix to the reinforcement parameters 

The formulae concerning the sensitivities of the total stiffness matrix to the se-

lected parameters of the reinforcement are presented herein. The parameters are 

Young’s modulus, thickness of the reinforcement layer and the distance of the rein-

forcement layer from the midsurface of the shell. To calculate the sensitivity of the 

total stiffness at the chosen layer, the components of the sensitivities at the reinforce-

ment layer should be calculated and summed up. In the case of the Young’s modulus, 

the sensitivity takes the form: 
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The sensitivity of the constitutive matrix (7.4.32) to the Young’s modulus in the case 

of the existence of reinforcement in both orthogonal directions is of the form: 
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If the reinforcement exists only in one selected direction, the relevant elements of the 

matrix given above are zeroed (element 11 or element 22). The formula for the sensi-

tivity of the total stiffness matrix to the thickness of the reinforcement layer is obtained 

by differentiating of the formula (7.4.29) with respect to the thickness of the layer at 

each integration station in the layer. The component of the stiffness matrix connected 

with the reinforcement layer in the element is linearly dependent on the weighting 

factor of the rectangular integration rule. In consequence, the sensitivity of the total 

stiffness to the thickness of a particular layer takes the form: 
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Finally, in the case of the distance of the reinforcement layer from the midsurface of 

the shell the sensitivity derivative of the stiffness matrix with to this parameter is of 

the form: 
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The expressions for the stiffness sensitivity are substituted into Eq. 7.4.12. Having the 

displacement sensitivity field we may easily obtain the stress sensitivities, considering 

the formula for strains (7.4.26) and taking into account the constitutive relations for 

the reinforcement (7.4.34), it reads: 
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The h is the reinforcement parameter (Young’s modulus). The stress sensitivities to 

the parameters of the concrete matrix may be obtained setting the constitutive matrix 

for orthotropic material in the formula (7.4.37) above. 

7.4.7. Computer program 

The computer program consists of two main modules, namely, the reliability mod-

ule solving the problem defined by the (7.4.2) and the module solving the static equi-

librium problem formulated by (7.4.8) with implemented parameter sensitivity anal-

ysis. The parameter sensitivity is necessary for the calculation of the sensitivities to 

the standardized variables given by the (7.4.4). The general parameter sensitivity for-

mulation is expressed by (7.4.5), (7.4.6). The reliability module is the program COM-

REL-TI, [9]. The nonlinear static equilibrium problem and the parameter sensitivity 

problem (7.4.8) are solved by the significantly extended version of the program 

NASHL [13]. The adjoint variable method is used for the linear problems and the 

direct differentiation method for the nonlinear ones.  



Reliability analysis of reinforced concrete structures 123 

7.4.8. McNeice plate 

The dimensions in the plane of the square plate McNeice (non-dimensional units) 

are 36x36, and its thickness is 1.75. The equivalent thickness of the orthotropic rein-

forcement is 0.11 (the same in both directions). The distance of the reinforcement 

from the lower surface of the plate is 0.44. The initial Young modulus for concrete is 

4.15E+6. The ultimate strength in compression is 5.5E+3. Young’s modulus for steel 

is 2.9E+7 and yield limit is 6.0E+4. The plate is loaded in its midspan with the point 

force 5000.0 and is simple supported at the corners. The system is discretized with the 

described above 36 isoparametric 9-node, layered, plate-shell Ahmad-type elements 

[12], Fig. 7.4.1. 

The stochastic model consists of four stochastic parameters connected with the 

reinforcement and load multiplier. The stochastic variables are defined as thicknesses 

of the reinforcement in four quads of the plate. The distributions of the thicknesses 

are standard with the standard deviations 5%, 10%, 10% and 15% counted starting 

from the left lower quad counterclockwise. The distribution if the load multiplier is 

log-normal with the standard deviation 20%. The design constraint is set on the verti-

cal displacement of the midplate, and the displacement should not exceed 0.16. 

The displacement field is presented in Fig.7.4.2a, and the displacement sensitivity 

field is also given in Fig. 7.4.2b. The displacement sensitivity field is given for that 

case when the design parameter is the equivalent thickness of the steel layer in the 

right, upper quad of the plate. The fields presented in Fig. 7.4.2 are valid for the load 

level 73% of the total load and the maximum deterministic displacement 0.15. 

 

  
(a) (b) 

 
Figure 7.4.2. McNeice plate: displacement field (a) and displacement sensitivity field (b), pa-
rameter – thickness of the reinforcement layer in the right, upper quad of the plate. 

 

For that stochastic system, the reliability index β is 4.283, and the corresponding 

probability of failure is 9.2376E-6. 
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7.4.9. Nuclear containment shell 

Description of the structure 

The next analysed structure is a nuclear containment vessel [14, 15, 23]. The 
scheme of the structure is presented in Fig. 7.4.3. The structure consists of a cylinder 
(radius 20 m) and dome, height of the structure is 64 m. The vessel is discretized with 
640 shell elements. The mesh is presented in Fig. 7.4.4a. The structure is divided into 
seven zones along its height depending on the reinforcement distribution in each zone. 
The scheme of the division is also given in Fig. 7.4.4b. 

The circumference of the structure is divided into 20 elements. The divisions 
along the height are different in each zone, namely, the number of elements in the 
zone I is 40, in zone II – 40, in zone III – 80, in zone IV – 40, in zone V – 1180, in 
zone VI – 120 and zone VII – 40. The number of nodes is 2600 and number of d.o.f. 
is 12800. 

(a) (b) 
 
Figure 7.4.3. Containment vessel, vertical cross-section (a) and a typical cross-section of the 
wall (b). 
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(a) (b) 
Figure 7.4.4. Finite element discretization, shrink plot (a), reinforcement and external pressure 
zones (b). 
 

The structure is prestressed with a system of tendons, and the action of the active 

reinforcements is replaced by the action of the external pressure. The external pressure 

distribution is approximately in compliance with the zoning division. Starting from 

the base the first 160 elements is loaded with the pressure 544 kN/m2, the next 60 

elements are loaded with the pressure 534 kN/m2 and on the next 260 elements acts 

the pressure 640 kN/m2. The elements in the upper part of the dome are loaded with 

the pressure 600 kN/m2 (the first 120 from the top of the dome), and the next 40 ele-

ments placed close to the upper edge of the cylinder is loaded with the pressure 

720 kN/m2. The data concerning the reinforcement distribution is given in Table 7.4.1. 

Young’s modulus of the reinforcement steel of the liner and the passive reinforce-

ment is 2.1E+8 kN/m2 and the prestressed reinforcement is 1.025E+8 kN/m2. 

The yield limits of the steel used for liner, passive and prestressed reinforcement 

are 1.68E+5 kN/m2, 4.2E+5 kN/m2 and 3.2E+5 kN/m2, respectively. The hardening 

modulus for all types of steel is 3.0E+7 kN/m2. Initial Young’s modulus for concrete 

is 3.0E+7 kN/m2, yield limit in compression is 3.2E+4 kN/m2 strength in tension is 

3.2E+3 kN/m2. 
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Table. 7.4.1. Reinforcement data 

Zone 
Dist. from 
midsurface 

Equivalent 
thickness 

Description 

I 

1.000 0.650E-02 liner 

-0.739 0.761E-02 circ. ext. 

0.513 0.264E-02 circ. internal 

-0.687 0.940E-02 meridional ext. 

0.565 0.974E-02 meridional int. 

-0.480 0.900E-02 prestressed 

II 

1.000 0.650E-02 liner 

-0.739 0.761E-02 circ. ext. 

0.513 0.264E-02 circ. internal 

-0.687 0.530E-02 meridional ext. 

0.565 0.309E-02 meridional int. 

-0.480 0.900E-02 prestressed 

III 

1.000 0.650E-02 liner 

-0.739 0.761E-02 circ. ext. 

0.513 0.264E-02 circ. internal 

-0.687 0.530E-02 meridional ext. 

0.565 0.193E-02 meridional int. 

-0.480 0.900E-02 prestressed 

IV 

1.000 0.650E-02 liner 

-0.739 0.761E-02 circ. ext. 

0.513 0.264E-02 circ. internal 

-0.687 0.414E-02 meridional ext. 

0.565 0.193E-02 meridional int. 

-0.480 0.900E-02 prestressed 

V 

1.000 0.650E-02 liner 

-0.725 0.471E-02 circ. ext. 

0.537 0.275E-02 circ. internal 

-0.725 0.448E-02 meridional ext. 

0.537 0.217E-02 meridional int. 

-0.480 0.900E-02 prestressed 

VI 

1.000 0.650E-02 liner 

-0.725 0.328E-02 circ. ext. 

0.537 0.204E-02 circ. internal 

-0.725 0.328E-02 meridional ext. 

0.537 0.204E-02 meridional int. 

-0.480 0.900E-02 prestressed 

VII 

1.000 0.650E-02 liner 

-0.725 0.328E-02 circ. ext. 

0.537 0.275E-02 circ. internal 

-0.725 0.328E-02 meridional ext. 

0.537 0.217E-02 meridional int. 

-0.480 0.900E-02 prestressed 
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Linear problem 

The adjoint variable method is very well suitable to solve linear problems with  

a high number of design variables [26]. In consequence, the method is very efficient 

when attempting to solve this type of reliability problems. 

An example of such a stochastic system is created. The stochastic parameters are 

the thicknesses of the reinforcement layers in particular elements and load multiplier. 

Normal distributions are assumed for the steel layers with the standard deviations as 

follows: 15%, 15%, 1.5%, 15%, 15%, 16%, counting from the liner to the most exter-

nal layer. For the load multiplier the log-normal distribution is assumed, and the stand-

ard deviation is 20%. The whole stochastic model consists of 3841 variables. The 

structure is loaded with the external equivalent pressure, and the reliability index is 

evaluated for the internal pressure load multiplier 6.5. 

The failure function is described by the excessive horizontal displacement of 

a point (651) in the midspan of the cylinder (7.4.38) with allowable value 0.15E-2  m.  

 
  

hqqxg 651

*)( −= . (7.4.38) 

 

The deterministic solution is presented in Fig. 7.4.5. The shape of the structure 

and the parameter sensitivity field of the chosen horizontal displacement are shown. 

The parameters variables are the thicknesses of the liner in particular elements. The 

deterministic displacement is 0.4824E-3 m and the highest absolute sensitivity gradi-

ents are in the neighbourhood of the constraint and on the sides (left and right) of the 

cylinder. The estimated reliability index is 6.08 and corresponds with the probability 

of violation of the allowable displacements 6.169E-10. The beta index sensitivities 

with respect to mean values and standard deviations are presented in Fig. 7.4.6. 

The distribution of the beta index sensitivities (Fig. 7.4.6) is qualitatively similar 

to the design sensitivities of the chosen displacement calculated during the determin-

istic solution. The distribution of the beta index derivatives with respect to the stand-

ard deviation is qualitatively different from the parameter sensitivities, the lowest beta 

index sensitivities correspond to the highest parameter sensitivities in the determinis-

tic solution. A more extended analysis of the vessel in the linear range is given in [23]. 

 



128 Selected applications 

  
(a) (b) 

Figure 7.4.5. Displacement sensitivity with respect to thicknesses of the liner in particular el-
ements, deterministic solution. 

 

  
(a) (b) 

 
Figure 7.4.6. Reliability index sensitivity  w.r.t. mean values (a) and standard deviations (b) of 
the thicknesses of the liner in particular elements. 

Nonlinear problem, DDM 

As previously, the goal of the analysis is the evaluation of the reliability of the 

system taking into account displacement failure function. The structure is investigated 

in the nonlinear range. The behaviour of concrete is described by the constitutive 

model presented above and steel is modelled using elastic-plastic model with isotropic 
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hardening. Aspects of the equilibrium analysis, design sensitivity and crude Monte-

Carlo method have been described in Refs [14–17].  

The sensitivity analysis of the vessel is carried out for a range of load starting from 

the prestressing phase (external pressure) passing to the increase of uniform internal 

pressure up to failure. The parameter is the thickness of the internal circumferential 

reinforcement layer in a chosen element (141). 

The results of the sensitivity analysis are presented in Fig. 7.4.7 and 7.4.8. The 

shape of the structure in the prestressing phase is presented in Fig. 7.4.7 a, and the 

corresponding design sensitivity field is given in Fig. 7.4.7b. The shape of the struc-

ture in the failure phase is given in Fig. 7.4.8a, and the displacement sensitivity field 

is shown in Fig. 7.4.8b. The corresponding internal pressure is 10.64 kN/m2. The hor-

izontal displacement of a point in the midspan of the cylinder is 0.174 m. A qualitative 

difference is manifested when comparing the sensitivity fields for both phases. The 

horizontal displacement of a point in the midspan of the cylinder is 0.174 m. A qual-

itative difference is manifested when comparing the sensitivity fields for both phases. 

During the prestressed phase, the behaviour of the structure is almost linear the highest 

values of the sensitivity gradients are concentrated mostly close to the investigated 

element. In the failure phase, when the nonlinear behaviour of the material is very 

significant, the high values of the gradients are distributed over the whole structure. 

 

  
(a) (b) 

 
Figure 7.4.7. Shape of the structure, prestressing phase (a), displacement sensitivity field (b), 
design parameter – thickness of reinforcement layer, internal, circumferential, element 141. 
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(a) (b) 

 
Figure 7.4.8. Increase of the internal pressure, shape of the structure (a), displacement sensi-
tivity field (b), design parameter – thickness of reinforcement layer, internal, circumferential, 
element 141. 

 

In the next step, the reliability analysis of the system is performed. The stochastic 

parameters are the distances of whole reinforcement layers from the midsurface. The 

stochastic system consists of 6 parameters connected with the reinforcement and load 

multiplier. Normal distributions are assumed for the distances from the midsurface of 

the shell with the following standard deviations: 0.8%, 0.4%, 0.5%, 0.5%, 0.1%, 

0.5%. The log-normal distribution with the standard deviation 20% is assumed for the 

load multiplier. 

The displacement failure function is considered. The design constraint is set on 

the horizontal displacement of a point 651 in the midspan of the cylinder (7.4.38). The 

horizontal displacement should not exceed 0.035 m. The shape of the structure is 

given in Fig. 7.4.9a, and the design sensitivity field from the deterministic solution is 

presented in Fig. 7.4.9b. The reliability analysis is carried out for load level 415 kPa. 

The deterministic displacement for this load level is 0.186E-3 m. The obtained relia-

bility index is 6.561. 
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(a) (b) 

 
Figure 7.4.9. Increase of the internal pressure phase, shape of the structure (a) and the dis-
placement sensitivity field (b), design parameter – distance of the liner from the midsurface. 

7.4.10. Final remarks 

A short description of an algorithm concerning the reliability index evaluation is 

described. The sensitivity coefficients are calculated employing the adjoint variable 

and the direct differentiation method along with the analytical approach. The effec-

tiveness of the algorithm is proved by presenting the numerical examples. The com-

putational effort is still very high; however it may be decreased by further improve-

ment of the efficiency of the equilibrium and the sensitivity analyses using the vec-

torized and parallel solvers. 
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 Development of a concept of an agent-stress model 

of a tissue 
Eligiusz Postek 

7.5.1. Problem statement 

We present a concept of coupling between agent modelling and stress analysis 

valid for a tissue. This is the development of the model presented in [1]. The growing 

epithelial tissue while treating each cell as an agent is shown in [2]. We use 

a tensegrity model for a single cell. This model serves for stress evaluation in growing 

tissue. We propose to couple the mechanical modelling with the agent one. This is 

done using FLAME (Flexible Large-scale Agent Modelling Environment). The rules 

implemented into the agent model, can be identified in the following categories; Sig-

nal rules (used to communicate cell location and internal state), Cell Cycle rules, Cell 

Division rules, Differentiation rules, Migration rules and Location Resolution rules. 

In previous work [3] on epithelial tissue, the keratinocyte colony formation model 

contains four types of cells, namely, Stem cells, Transit Amplifying cells, Committed 

cells and Corneocytes. The tissue evolution is steered by this model and the stress 

evolution is followed employing tensegrity model of the tissue. 

The mechanical environment is important to the cells’ behavior. It changes the 

cell performance. We stress the following statement: “Change the mechanical stresses 

experienced by cancer cells and they may start to behave more like healthy ones” [4]. 

However, the observation of stress development in a single cell and in particular, in 



134 Selected applications 

a growing tissue is still rare. The same concerns the numerical simulations. The grow-

ing epithelial tissue while treating each cell as an agent is modelled in [3]. We are 

showing a concept of coupling between the agent modelling which catches up several 

basic rules governing the tissue evolution and a mechanical model of a tissue. We 

believe that this idea should draw attention of the researchers to unconventional ways 

of coupling. 

7.5.2. General algorithm. 

The algorithm is based on the well-known idea of staggered solution [5]. The 

scheme is given in Fig. 7.5.1. In this case, the T-module is the agent module and the 

M-module is the mechanical one. The solution from the agent module is transferred 

to the mechanical module and the feedback from the mechanical module is transferred 

to the agent module for the next time step. 

 

 

 

 

 

 

 

Figure 7.5.1. Staggered scheme.  

 

This kind of coupling was applied to model thermomechanical and thermofluid 

phenomena [6, 7]. 

7.5.3. Characterization of the agent model 

A brief characterization of the model is shown in this section. It follows [3] and 

the report [8]. Each cell is treated as an agent. The cells communicate by sending and 

receiving information while exchanging data on their type and positions. The cells act 

accordingly to a cell cycle. They divide, differentiate and migrate. Their functions 

depend on the calcium concentration in the environment. The simple division of stem 

cells is shown in Fig. 7.5.2. It can be seen looking at the most left three clusters of the 

cells. While the cluster becomes big enough the stem cells can differentiate into 

Transit Amplifying cells. An example of such situation is seen in Fig. 7.5.2 again in 

the most right cluster. The TA cell is indicated as a ring. 
 

M 

e.t.c. 

T  
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Figure 7.5.2. Stem cells differentiate into Transit Amplifying (TA) cells. 
 

When the cluster of stem cells becomes surrounded by TA cells, the TA cells on 

the edge differentiate into Committed cells, Fig. 7.5.3a. They are shown as black rings. 

Additionally, the stem cells staying long time in contact can differentiate into Com-

mitted cells as well, Fig. 7.5.3b. The TA cells can migrate around the colony depend-

ing on the calcium levels. The stem cells stay statically. The Corneocytes are the dead 

TA and Committed cells. 

 

  
(a) (b) 

 

Figure 7.5.3. Situations while Committed Cells appear; Differentiation of the TA cells (a), 

Differentiation of the stem cells (b). 

7.5.4.  Agent model 

To deal with the agent modelling, we will use the program FLAME which gener-
ates the current state of the tissue. This is demonstrated in Fig. 7.5.4. We may see the 
growth of the cell colony at three time instants. It starts to grow from  
6 stem cells (the darkest) and generates 2068 cells at the end of the process. The stem 
cells produce new stem cells, transit amplifying (TA) cells (fair) and the committed 
cells (mid-scale of colours). We may see the top layer of committed cells covering  
a layer of TA cells and several stem cells at the edge of the substrate at the end of the 
process. 



136 Selected applications 

(a) (b) 

 
(c) 

Figure 7.5.4. The colony formation; stem cells (a) clusters of cells around stem cells (b) lay-

ered structure of tissue (c). 

7.5.5. Coupling scheme 

The concept of the coupling scheme follows the Fig. 7.5.1 and is refined consid-

ering the functions of the agent and mechanical modules, Fig. 7.5.5.  
 
For Each time step   (T-module actions) 
    For each agent 
        Read state and position of neighbouring agents 
        Update state and position as determined by internal rules and external signals                
Write new state and position of the agents 
   End  
    Update the mechanical model (its geometry) 
    Transfer data about the state and position to the mechanical module 
    Assign the appropriate material data to the cells 
   The tasks of the mechanical module (M-module actions) 
        Evaluate the state of displacements, strain and stress in the tissue including the        
cytoskeleton and membranes and the contact forces (mechanotransduction) 
         

        Feedback to the agents – correct their positions 

 

End 

 
Figure 7.5.5. Refined coupling scheme. 
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The agents follow the rules about the differentiation, division and death depicted 
in the Subsec. 2.2.3 and illustrated in Fig. 7.5.4. We need to transfer the data about 
the actual state (in fact the kind) and position of the cells to the mechanical module. 
However, before we go into the FEM solver we need to update the geometry, discreti-
zation and material data of the model. The latter is due to the differentiation of the 
cells. Having the update we can solve the model for displacement, stresses and sensi-
tivities. It is possible to transfer the resulting variables (displacements, stresses) into 
the agents and deal with the effects of the mentioned fields on the cell cycle. 

7.5.6. Mechanical model 

The mechanical model of a growing colony of cells should take into account the 
granularity of the medium that consists of a horde of objects. We think that a suitable 
mechanical model could be originated from discrete element method (DEM). The 
DEM defines a granular medium quite thoroughly [9–11]. An important feature of the 
DEM is the possibility of transferring of the stresses via contact forces. The feature 
quite intuitively helps to model mechanotransduction. In our model, the results that 
are obtained from the agent module stands for avatars of the cells. The avatars should 
be replaced with the physical models of particular cells. The replacement is done with 
the DEM particles. The results of such a replacement is shown in Fig. 7.5.6. The first 
approach was presented in [12]. We replaced the avatars with rigid particles that con-
tained a simplified tensegrity cytoskeleton [13]. It was possible to transfer the forces 
via contact points between the particles [14, 15]. The scheme of such a particle is 
shown in Fig. 7.5.7. The icosahedron based cytoskeleton standing for the simplest 
single cell model is enriched with rigid membranes, Fig. 7.5.7b. However, it has ap-
peared that the model is too crude. Then, the idea of application of a compliant parti-
cles is put into operation. The compliant model of a cell consists of cytoskeleton, cy-
toplasm, nucleus and cytoskeleton, Fig. 7.5.8a. The cell is fully discretized with finite 
elements. We have shown the displacement field and the shape of the cell during the 
AFM test, Fig. 7.5.8b. The equivalent strain field is shown in Fig. 7.5.8c. We do not 
discuss the results obtained from the model because it is under development. 
 

 
Figure 7.5.6. Avatars of the particles replaced with physical particles. 
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(a) (b) 

 
Figure 7.5.7. Tensegrity based model of cyskeleton (a), the cytoskeleton enriched with mem-
branes (b). 

  

(a) (b) 
  

 
(c) 

 
Figure 7.5.8. Scheme of a compliant single cell. The finite element mesh (a), displacement 
field (b), strains in the nucleus (c). 
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7.5.7. Summary 

We have presented a concept of the development of an agent based model of  
a growing tissue. The novelties of the concept are as follows: the application of the 
staggered scheme to the agent-mechanical coupling, the application of the compliant 
particles with internal structure in DEM format. 
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 Mould filling with solidification  
Eligiusz Postek 

7.6.1. Introduction 

We present a model of mould filling process. The development of the model is 
presented in [1–2]. The incompressible Navier-Stokes equation is discretized with fi-
nite element method. he free surface tracking problem is solved using the pseudo-
concentration function method. We follow the development of the solidification dur-
ing mould filling. The thermal equation is discretized with finite element method as 
well. We present an industrial example to illustrate the features of the program.  

7.6.2. Flow problem 

The flow of material is assumed to be Newtonian and incompressible [3–5]. The 
governing Navier-Stokes equations are of the form: 
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where u is the velocity vector, p is the pressure, µ is the dynamic viscosity and g is 

the gravitational acceleration vector. The mass conservation equation gives the in-

compressibility condition: 

 

0=⋅∇ u . (7.6.2) 

 
The Galerkin procedure for the equations above is performed with a quadratic 

approximation for the velocities field, and linear approximation for the pressure field, 
it reads: 
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The N and N’ denote the matrices of the approximation functions. The indices i and  

j correspond to velocity and pressure nodes, respectively. 

The result of the discretization procedure is given by the Eq. (7.6.5): 
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The M is the mass matrix; K is the velocity stiffness matrix, Q is the divergence 

matrix, and n is the time step. The right-hand side of the Eq. (7.6.5) contains external 
loading. The free surface is tracked with the volume of fluid method, [6]. The free 
surface is governed by the first order advection equation: 
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t
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u . (7.6.6) 

 

The F is the pseudo-concentration function varying from -1 to 1. F<0 indicates 

the empty region; F>0 indicates the fluid region, F=0 points out the free surface. The 

Eq. (7.6.6) is discretized with the Taylor-Galerkin method. An implicit time integra-

tion algorithm is used to solve (7.6.5), and when considering (7.6.6) an explicit inte-

gration scheme is used. 

7.6.3. Microstructural solidification model 

During the entire forming process, a part of the solidification takes place. In order 

to describe the process more accurately, a microstructure-based solidification model 

has been employed. The model stems from the assumptions given in [7–8]. The basic 

assumptions are as follows: the sum of the solid and liquid fractions is equal one, the 

solid fraction consists of dendritic and eutectic fractions: 
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Further assumptions are connected with the fact of the existence of interdendritic and 

intergranular eutectic fractions; the internal fraction consists of its dendritic and eu-

tectic portions: 
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The last equations lead to the final formulae for the dendritic and eutectic fractions 

with the assumption of the spherical growth: 
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The Nd, Ne are the grain densities, and Rd, Re are the grain radii. The grain densities 

and grains sizes are governed by nucleation and growth evolution laws. The rate of 

growth of the dendritic and eutectic nuclei is given below. This depends on the under-

cooling, and a Gaussian distribution of the nuclei is assumed: 
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The rate of the dendritic and eutectic grain radii is established based on experimental 

dependence: 
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Finally, the internal dendritic fraction depends on the melting temperature and k’ is 

the partition coefficient: 
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A numerical example concerning the mould filling follows.  

7.6.4. Numerical example 

Simulation of mould filling of an aluminium part (valve) employing the presented 

above solidification model is performed. The material of the mould is steel H13. The 

initial temperature of the cast is 650 deg and the 200 deg. Heat capacity and conduc-

tivity are the functions of temperature; radii rates (eutectic and dendritic) are given in 

Fig. 7.6.1 and 7.6.2. 

 

(a) (b) 

 
Figure 7.6.1. Heat capacity (a) and conductivity (b) versus temperature. eutectic and den-
dritic radius rates vs undercooling. 

 

(a) (b) 
 

Figure 7.6.2. Dendritic (a) and eutectic (b) fractions radius rates versuss undercooling. 
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(a) (b) 

 

Figure 7.6.3. Finite element meshes of the mould (a) and the cast (b). 

 

 

 

(a) (b) 

Figure 7.6.4. Pseudo-concentration function distribution (a), velocity field distribution (b). 
 

The cast and mould are modelled using 10422 nodes. The meshes of the mould 

and cast are given in Fig. 7.6.3. The process of the mould filling is followed until the 

form is almost filled (95 sec.) that is also shown in Fig. 7.6.4a (distribution of the 

pseudo-concentration function). The left, lower branch of the mould is still unfilled. 

The temperature distribution and velocity field is presented in Fig. 7.6.5a.  
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(a) (b) 

  

(c) (d) 

Figure 7.6.5. The state of the process at 95 sec: temperature distribution (a), liquidus distribu-

tion (b), dendritic fraction distribution (c), eutectic fraction distribution (d). 

 

The distribution of the main microstructural variables, namely, distribution of the 

liquidus, dendritic and eutectic fractions is given in Fig. 7.6.5 b, c, d. It can be noticed 

that the dendritic fraction is concentrated in the thinner part of the section (inlet and 

lower part of the valve) while the eutectic one is concentrated in the main body of the 

part. 
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Appendix 

There is large number of original computational programs developed at IPPT. 

Some of them are based on commercial codes, other present complete new research 

code dedicated to solve specialized tasks. Below we list only some of them hoping 

that this list will be useful for research colleagues from the Institute and external in-

stitutions. 

A.1. FibFlex – Computation of flexible polymer nano-

fibers bending  

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Fluid Physics and Mechanics 

Category 

Simulation, data analysis, image processing 

Downloads and service 

Krzysztof Zembrzycki: kzem@ippt.pan.pl 
Patryk Hejduk: patrykhejduk@gmail.com 

Description 

Flexible polymer nanofibers computation program has been developed in Depart-

ment of Fluid Physics and Mechanics. Main goal of this program is to find exact po-

sitions of all the segments of flexible nanofibers from series of pictures. It is capable 

of detection in 2 or 3 dimensions. Program calculates displacements of indicated 

points, caused by fluid flow and Brownian motion, measuring bending properties by 

fitting an appropriate curve to an processed image with extracted fibre shape. Due to 

complex multidimensional shape recognition and amount of data it is run on Grafen 

HPC, in future for even faster analysis it could be re-written to process on GPU units. 

Program is written in MATLAB programming language. 
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A.2. SpatKin – rule-based modeling of spatially            

extended biochemical systems  

Institution  

Institute of Fundamental Technological Research (IPPT),  
Laboratory of Modeling in Biology and Medicine 

Category 

Computer simulations of stochastic processes   

Downloads and service 

Source code is available from the repository http://spatkin.googlecode.com/svn. 
Marek Kochańczyk: mkochan@ippt.pan.pl 

Description 

Continuous approximations, such as ODE or PDE, are not appropriate for the sim-

ulation of the dynamics of membrane signaling systems, as the low number of reacting 

molecules introduces significant noise that leads to stochastic effects. Also, slow dif-

fusion in the membrane discards approaches which assume the immediate communi-

cation of all reagents in the system, such as the Gillespie algorithm, that is incapable 

of simulating spatial effects. Cell signaling systems involve proteins that can assume 

multiple possible states resulting from dynamic post-translational modifications and 

formation of transient complexes. Networks of molecular interactions are, therefore, 

inherently characterized by the combinatorial complexity. In many cases, the interac-

tion network can be more concisely defined by a set of rules, which define interactions 

between protein domains, rather than between proteins or protein complexes. In order 

to be able to simulate and study dynamics of such complex, stochastic, spatially ex-

tended systems, the software called SpatKin has been developed. Applied approach 

ensures the exact state-to-state dynamics of the underlying Markov process: reaction 

and diffusion events are selected from the catalog of possible events (determined by 
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rules) and are fired with their propensities proportional to corresponding rate con-

stants. The catalog is always complete as, after performing any reaction, it is updated 

by considering every possible new event that may happen in the updated system. Such 

local updates are feasible because space is discretized into hexagonal cells: a cell may 

contain a single protein or protein complex; in one step molecules can move to adja-

cent empty cells and bimolecular reactions can occur between molecules that are 

placed in the neighboring cells. Contrary to similar conventional modeling ap-

proaches, the full network of possible interactions is not generated according to the 

rules – instead, the network is evaluated locally for existing molecular species that 

reduces the overall computational complexity of the algorithm. 
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A.3. DrugRelease  

Numerical Modeling of Drug Release 

from Nanofibers 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Laboratory of Modeling in Biology and Medicine 

Category 

BioMed 

Downloads and service 

Paweł Nakielski: pnakiel@ippt.pan.pl 
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Description 

COMSOL Multiphysics®, Numerical Modeling of Drug Release from Nanofibers 

is a commercial software based on the finite element method with the module allowing 

to implement author’s mathematical model with the appropriate boundary and initial 

conditions. Comprehensive studies of drug release from nanofibres based materials 

have been performed to predict drug release profiles. In the numerical study, we con-

structed a 3D geometry representing nanofibrous cubic element (Fig. 9.3.1). Drug re-

lease from nanofibers was modeled by adsorption-desorption and diffusion equation. 

Analysis of the impact of fibers arrangement, release kinetic, and material parameters 

were presented in several papers. Our study shows that reducing the distance between 

the fibers and increasing the regularity of the structure leads to slower drug release 

from the material. On the other hand, increase of the porosity can enhance the release 

rate and cause adverse effect that is named burst release. 
 

  
(a) (b) 

 

Figure 9.3.1. (a) Geometry of randomly oriented fibers. Porosity of the material equals  

ε = 0.72 (b). Simulated drug concentration distribution in fluid between regular fibers after 14 

days of release. Diameter of the fibers equals r = 2.0 µm. 

Links 

Comsol Multiphysics®, Comsol Inc., www.comsol.com 
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A.4. AceGen/AceFEM 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Mechanics of Materials 

Category 

Finite element method, code generation system  

Downloads and service 

Stanisław Stupkiewicz: sstupkie@ippt.pan.pl 

Description 

AceGen is a hybrid symbolic-numerical system for the derivation and automatic 

generation of computer codes. AceGen is an add-on package to Mathematica and 

combines symbolic capabilities of Mathematica with an automatic differentiation 

(AD) technique and code optimisation technique. AceFEM is a flexible, general pur-

pose finite element code. AceFEM is closely integrated with AceGen that enables 

highly efficient and robust implementation of complex material models, as well as 

development and testing of new formulations for a variety of problems in computa-

tional mechanics. AceGen and AceFEM have been developed by Prof. J. Korelc (Uni-

versity of Ljubljana, Slovenia).  

The group of Prof. S. Stupkiewicz at IPPT has contributed to the development of 

AceFEM by implementing a contact environment. AceGen/AceFEM is also exten-
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sively used in the research on various topics that include: computational contact me-

chanics, wear, hydrodynamic lubrication, computational plasticity, development of 

advanced material model and others. 

Links 

AceGen/AceFEM web site: http://www.fgg.uni-lj.si/Symech/ 
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A.5. Crack modeling in composites package 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Mechanics of Materials, Advanced Composite Materials Group  

Category 

Fracture analysis and effective material properties of composites. 

Downloads and service 

Michał Basista: mbasista@ippt.pan.pl 
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Description 

The Crack Modeling in Composites Package has been developed in IPPT PAN in 

Advanced Composite Materials Group. Main features of the package are as follows: 

• Composite microstructure analysis via micro-CT scans with the use of 

Simpleware ScanIP+FE software, 

• FEM mesh generation of the real composite microstructure for 

ABAQUS software with the use of Simpleware ScanIP+FE software, 

• Calculations of the fracture toughness of the real composite materials 

with the use of ABAQUS software, 

• Estimations of the effective material properties of the real composite ma-

terials with the use of ABAQUS software. 

The package uses Intel Fortran software and subroutines written in Fortran. Cal-

culations are performed with the use of ABAQUS software. Some of the calculations 

may be performed also with the use of FEAP program. 

References 

[1.] Z. Poniżnik, V. Salit, M. Basista, and D. Gross. Effective elastic properties of interpenetrating 

phase composites. Computational Materials Science, 44(2): 813–820, 2008. 

[2.] Z. Poniżnik, Z. Nowak, and M. Basista. Comparative analysis of different numerical models 

of fracture of single fibre in ceramic matrix (in preparation). 

A.6. Residual Thermal Stress (RTS) Package 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Mechanics of Materials, Advanced Composite Materials Group  

Category 

Material properties and residual stress analysis. 

Downloads and service 

Michał Basista: mbasista@ippt.pan.pl 
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Description 

The RTS package has been developed at IPPT PAN in Advanced Composite Ma-

terials Group. Main features of the package are: 

• It uses real microstructure from Computed Tomography (CT) images for 

building FE mesh. The ScanIP/Fe software is used for generation of FE 

mesh, 

• Using the developed package thermal residual stresses generated after 

sintering process can be predicted with reasonable accuracy, 

• Part of the developed package can also be used for prediction of elastic 

and thermal properties of composites with account of real material mi-

crostructure,  

• Effect of RTS-induced damage is included in the package. 

The calculations can be performed in Abaqus (or FEAP). 

References 

[1.] W. Węglewski, K. Bochenek, M. Basista, Th. Schubert, U. Jehring, J. Litniewski, and 

S. Mackiewicz. Comparative assessment of Young’s modulus measurements of metal-ceramic 

composites using mechanical and non-destructive tests and micro-CT based computational 

modelling. Computational Material Sciences, 77:19–30, 2013. 

[2.] W. Węglewski, M. Basista, M. Chmielewski, and K. Pietrzak. Modeling of thermally induced 

damage in the processing of Cr-Al2O3 composites. Composites Part B: Engineering, 

43(2):255–264, 2012. 

A.7. YADE-PM – Extension of YADE discrete element 

method environment 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Mechanics of Materials  

Category 

Discrete Element Method analysis, analysis of advanced meta-materials. 
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Downloads and service 

Paweł Hołobut: pholob@ippt.pan.pl  

Description 

YADE-PM is the extension of YADE – the open-source discrete element method 

environment. The main purpose of the extension is to effectively analyse the behav-

iour of a special class of active multi-modular structures needed for the purpose of the 

developed future-technology called Programmable Matter. The modules in the struc-

ture, besides purely passive mechanical interactions, are capable of actively exert and 

control inter-modular forces and torques, connect and disconnect, as well as can com-

municate with neighbours. 
 

YADE-PM is written in C++ and Python, with QT library for the purpose of vis-

ualisation. It is available for Linux and Windows OS. 
 
Acknowledgment: 

This work has been partially supported by the project “Micromechanics of Pro-

grammable Matter” (contract no. UMO–2011/03/D/ST8/04089 with the National Sci-

ence Centre (NCN) in Poland). 

Links 

YADE web-page: http://yade-dem.org/ 

References 

[1.] P. Hołobut, M. Kursa, and J. Lengiewicz. A class of evolving microstructures for scalable col-

lective actuation of Programmable Matter. Proceedings of the 2014 IEEE/RSJ International 

Conference on Intelligent Robots and Systems (accepted), 2014. 

A.8. Nanotrack: Nanoparticles motion detection pro-

gram 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Fluid Physics and Mechanics  
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Category 

Simulation, data analysis, image processing. 

Downloads and service 

Krzysztof Zembrzycki: kzem@ippt.pan.pl 
Tomasz A. Kowalewski: tkowale@ippt.pan.pl 

Description 

Nanoparticles' motion detection program has been developed in IPPT PAN in De-

partment of Fluid Physics and Mechanics. Program is capable of simulating brownian 

motion diffusion with different initial conditions either in 2 or 3 dimensions. Main 

feature of our system is recognition and positioning particles in nanoscale on pictures 

from a high-speed camera in very low light conditions. It could be applied in near wall 

fluid flow measurements, diffusion of nanorods in fluids, calibration optical trap ap-

paratus. Program is written in MATLAB programming language. Due to the large 

amount of data and complex particle detection tools it is run on Grafen computer clus-

ter. 

References 

[1.] K. Zembrzycki, S. Błoński, and T. A. Kowalewski. Analysis of wall effect on the process of 

diffusion of nanoparticles in a microchannel. J. Phys.: Conf. Ser. 392:012014, 2012. 

A.9. Original computer program MC-UNBAL 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Intelligent Technologies  

Category 

Numerical simulations for vibrating rotor shaft. 

Downloads and service 

Piotr Tauzowski: ptauzow@ippt.pan.pl 
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Description 

The computer program MC-UNBAL is an originally developed numerical code 

for simulations od steady state dynamic responses of the rotor-shaft-bearing systems 

excited by residual static and dynamic unbalances. This program is based on the struc-

tural mechanical model taking into account full geometry and material constants of 

the rotor-shaft as well as inertial-visco-elastic properties of the bearing supports.  
 

Program is written in FORTRAN  It allows for easy multiplatform compilation, 

therefore MC-UNBAL  is available on Windows as well as on Linux operating sys-

tem. 

 

References 

[1.] R. Stocki, T. Szolc, P. Tauzowski, and J. Knabel. Robust design optimization of the vibrating 

rotor shaft system subjected to selected dynamic constraints. Mechanical Systems and Signal 

Processing, vol. 29, p. 34–44, 2012. 

[2.] R. Stocki, R. Lasota, P. Tauzowski, and T. Szolc. Scatter assessment of rotating system vibra-

tions due to uncertain residual unbalances and bearing properties. Computer Assisted Mechan-

ics and Engineering Sciences, vol. 19, p. 95–120, 2012. 

A.10. STAND – STochastic ANalysis and Design 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Optimization, statistical, and reliability analysis. 

Downloads and service 

Piotr Tauzowski: ptauzow@ippt.pan.pl   
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Description 

The STAND System has been developed in IPPT PAN in Department of Compu-

tational Science. It is reliability, optimization and stochastic analysis system. Main 

features of the program are:  

• user friendly graphical user interface allowing comfortable task defini-

tion as well as results post processing, 

• several types of deterministic and robust optimization such as: Nelder-

Mead Simplex, simulated annealing, random search. dual response sur-

face,  

• reliability analysis such as : FORM, SORM, Importance Sampling (in-

cluding adaptive version), Monte Carlo, 

• response surface analysis - allows for derivation of analytical expression 

for given function estimation (first order, second order and kriging). 

Program is written in C++ with support of Qt library. It allows for easy multiplat-

form compilation, therefore STAND is available on Windows as well as on Linux 

operating system. 

 

References 

[1.] R. Stocki, K. Kolanek, J. Knabel, and P. Tauzowski. FE based structural reliability analysis 

using STAND environment. Computer Assisted Mechanics and Engineering Sciences, vol. 16, 

p. 35–58, 2009. 

[2.] R. Stocki, T. Szolc, P. Tauzowski, and J. Knabel. Robust design optimization of the vibrating 

rotor shaft system subjected to selected dynamic constraints. Mechanical Systems and Signal 

Processing, vol. 29, p. 34–44, 2012. 

A.11. DCAST 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Coupled problems, thermomechanics, casting processes. 
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Downloads and service 

Eligiusz Postek: epostek@ippt.pan.pl 

Description 

The DCAST is a program dedicated to transient thermo-mechanical problems. 

This is mostly oriented on simulations of the casting processes. The mechanical prob-

lem can be viscous-elastic. The most important features of the thermal problem are 

the analysis of solidification and the analysis of microstructural solidification. The 

gap width between the cast and the mould is included into the analysis.  
 

References 

[1.] E. Postek, R. W. Lewis, D. T. Gethin, and R. S. Ransing. Influence of initial stresses on the 

cast behaviour during squeeze forming processes. Journal of Materials Processing Technol-

ogy, 159(3):338–346, 2005. 

[2.] R. W. Lewis, E. Postek, Z.Q. Han, and D. T. Gethin. A finite element model of the squeeze 

casting processes. International Journal of Numerical Methods for Heat and Fluid Flow, 

16(5):539–572, 2006. 

A.12. DMFILL 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 
 

Category 

Coupled problems, thermomechanics, casting processes 

Downloads and service 

Eligiusz Postek: epostek@ippt.pan.pl 

Description 

The DMFILL is a program dedicated to transient thermo-fluid problems. This is 

mostly oriented on simulations of the mould filling processes.  It uses volume of fluid 
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(VOF) front tracking procedure. The important feature of the thermal problem is the 

analysis of microstructural solidification during mould filling process. 

References 

[1.] R. W. Lewis, E. Postek, Z.Q . Han, and D. T. Gethin. A finite element model of the squeeze 

casting processes. International Journal of Numerical Methods for Heat and Fluid Flow, 

16(5):539–572, 2006. 

[2.] E. Postek, R. W. Lewis, and  D. T. Gethin. Finite element modelling of the squeeze casting 

process. International Journal of Numerical Methods for Heat and Fluid Flow, 18(3-4):325–

355, 2008. 

A.13. DEMSYS 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Discrete Element Method, geomechanics, bulk materials, composites. 

Downloads and service 

Jerzy Rojek: jrojek@ippt.pan.pl  

Description 

The DEMSYS is a Discrete Element Method program with numerous constitutive 

models of the rigid particles interactions. The particles can interact with compliant 

bodies. The bodies can be disctretized with finite elements. The equation of motion is 

integrated explicitly. The program has a modern modular structure that exploits the 

features of the fortran 90/95. The pre- and the postprocessing are adjusted to the GiD 

program. 

Links 

http://www.gidhome.com/  
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References 

[1.] S. Nosewicz, J. Rojek, K. Pietrzak, and M. Chmielewski. Viscoelastic discrete element model 

of powder sintering. Powder Technology, 246:157–168, 2013. 

[2.] J. Rojek, G. F. Karlis, L.J. Malinowski, and G. Beer. Setting up virgin stress conditions in 

discrete element models. Computers and Geotechnics, 48:228–248, 2013. 

[3.] J. Rojek C. Labra, O. Su, et al. Comparative study of different discrete element models and 

evaluation of equivalent micromechanical parameters. International Journal of Solids And 

Structures, 49(13):1497–1517, 2012. 

A.14. DTENS 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Tensegrity structures, parameter sensitivity, cell biology. 

Downloads and service 

Eligiusz Postek: epostek@ippt.pan.pl 

Description 

The DTENS is a program dedicated to the analysis of tensegrity structures. In 

particular, it is possible to simulate changes in the displacements, strains and stress 

fields during adding or removal of the particular cells.  The single cell is modelled as 

a tensegrity structure with equivalent microtubules and actins. One of the feature of 

the program is the parallel implementation of the Direct Differentiation Method 

(DDM) of the parameter sensitivity algorithm. 

References 

[1.] E. Postek, R. Smallwood, and R. Hose. Nodal positions displacement sensitivity of anelemen-

tary icosahedral tensegrity structure, (CD publication, 6 pages), X International Conference on 

Computational Plasticity, eds. E. Onate, D.R.J. Owen, B. Suarez, COMPLASX, Barcelona, 

Spain, 2–4th September, 2009. 
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[2.] E. Postek, R. Smallwood, and R. Hose. Behaviour of tensegrity cells assembly duringsingle 

cell growth, In 1st International Conference on Computational & Mathematical Biomedical 

Engineering, eds. P. Nithiarasu, R. Lohner, 415–418, Swansea, UK, June 29th–July 1, 2009. 

[3.] E. Postek. Concept of an Agent-stress Model of a Tissue. Technische Mechanik, 32:518–529, 

2012. 

A.15. OREGANO-VE 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Tectonics, creep, seismic cycle, Rayleigh-Taylor instability. 

Downloads and service 

Eligiusz Postek: epostek@ippt.pan.pl 

Description 

The Oregano-VE is a program dedicated to tectonophysics problems. It solves 

problems of quasi-static viscous flows and viscoelastic problems. The applications 

cover stability of the crust and problems of seismic cycle, dike intrusion, plate colli-

sions, etc. 

Links 

http://www.see.leeds.ac.uk/people/g.houseman  

References 

[1.] T. Hoogenboom and G. A. Houseman. Rayleigh-Taylor instability as a mechanism for corona 

formation on Venus. ICARUS, 180:292–307, 2006. 

[2.] B.A.R. Youngs and G. A. Houseman. Formation of steep-sided topography from composition-

ally distinct dense material at the base of the mantle. Journal of Geophysical Research B: Solid 

Earth, 114:(B04404), 2009. 
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[3.] E. Postek, G. A. Houseman, and P. K. Jimack.  The effect of geometrical nonlinearity in visco-

elastic deformation. European Geophysical Union General Assembly, 2007. 

[4.] E. Postek, G. A. Houseman, and P. K. Jimack. Nonlinear effects during post-seismic visco-

elastic deformation, JGS003 - Earthquake and Volcano Geodesy. International Union of Ge-

odesy and Geophysics, XXIV General Assembly, Peruggia, Italy, July 2–13th, 2007. 

[5.] E. Postek, G. A. Houseman, and P. K. Jimack. Surface deformations during the earthquake 

cycle for a layered visco-elastic crust. 10th International Workshop on Modeling of Mantle 

Convection, Carry-le-Rouet, France, 2007. 

[6.] E. Postek, G. A. Houseman, and P. K. Jimack. Generic Models of Linear and Non-linear Visco-

elastic Surface Deformation above a Fault, EGU2008-A-04783, GD8-1TH2P-0093, Session 

GD8: Modelling and Monitoring the Deformation and State of Stress of the Lithosphere (co-

sponsored by the International Lithosphere Program Task Force VII), European Geophysical 

Union General Assembly, Vienna, 13–18 April, 2008. 

A.16. VECDS – Visual Editor of Crystal Defects  

the program for preprocessing of atomistic 

models 

Institution  

Institute of Fundamental Technological Research (IPPT),  
Department of Computational Science 

Category 

Computational mechanics and physics, preprocessing of atomistic models of 
crystal defects 

Downloads and service 

The program is available from the site http://vecds.sourceforge.net. Information 
about the code, licence, developers can be found on this web site. 

Paweł Dłużewski: pdluzew@ippt.pan.pl 

Description 

The VECDs program is developed in IPPT PAN since 2005 under direction of 

Pawel Dluzewski in the framework of the following projects: PARSEM (6FP MRTN-



164 Appendix 

CT-2004-005583), R15 012 03 and NCN N N519 647640. The program consist of 

two main parts. The first part concerns the computational segments: 

 
• generation of a perfect structure or heterostructure like Cu/Al2O3, InGaN-

/GaN, C/SiC and others, 
• rotation of the heterostructure on the basis of given Miller coefficients or 

Euler angles, 
• calculation of displacement fields induced by elemental dislocations, 

stacking faults and other extended defects considered, 
• subsequent or simultaneous input of all dislocation lines (with subsequent 

jumps) into the heterostructure, 
• computer processing of resultant mesh in order to satisfy symmetry con-

ditions imposed on the resultant periodicity cell, as a whole [1, 2]. 

The second part consists of a 3D graphical user interface thanks to which the 

structure can be rotated and the dislocations can be input by using the mouse. 

References 
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