
IPPT Reports on Fundamental Tehnologial Researh, 47, 4, 25�29, 2013Institute of Fundamental Tehnologial Researh, WarszawaPolish Aademy of Sienes
ADVANCES IN DEVELOPMENT OF DEDICATED EVOLUTIONARYALGORITHMS FOR LARGE NON-LINEAR CONSTRAINED OPTIMIZATIONPROBLEMSMaiej G�OWACKI1,2, Janusz ORKISZ2

1 Faulty of Physis Astronomy and Applied Computer SieneJagiellonian UniversityReymonta 4, 30-059 Kraków, Polande-mail: mglowa�gmail.om
2 Institute for Computational Civil EngineeringCraow University of TehnologyWarszawska 24, 31-155 Kraków, PolandReeived 12 November 2013, in �nal form 27 November 2013Published online 28 November 2013Abstrat: E�ient optimization algorithms are of great importane in many sienti� and engineeringappliations. This paper onsiders development of dediated Evolutionary Algorithms (EA) basedapproah for solving large, non-linear, onstrained optimization problems. The EA are preisely under-stood here as deimal-oded Geneti Algorithms onsisting of three basi operators: seletion, rossoverand mutation, followed by several newly developed alulation speed-up tehniques. E�ieny inreaseof the EA omputations may be obtained in several ways, inluding simple onepts proposed here like:solution smoothing and balaning, a posteriori solution error analysis, non-standard use of distributedand parallel alulations, and step-by-step mesh re�nement. E�ieny of the proposed tehniques hasbeen evaluated using several benhmark tests. These preliminary tests indiate signi�ant speed-upof the large optimization proesses involved. Considered are appliations of the EA to the sampleproblem of residual stresses analysis in elasti-plasti bodies being under yli loadings, and to a widelass of problems resulting from the Physially Based Approximation (PBA) of experimental data.Key words: Evolutionary Algorithms, large non-linear onstrained optimization, solution e�ienyinrease. 1. IntrodutionIn this paper we onsider development of omputational e�ieny of the optimiza-tion approah based on a modi�ed Evolutionary Algorithm (EA), with several ael-eration onepts introdued in it. Our long-term researh [1�3℄ is oriented towardsdevelopment of e�ient tool for numerial solution of a wide lass of large, non-linear,onstrained optimization problems.Optimization problems may be solved by means of either deterministi or proba-bilisti methods. In ontrast to the deterministi methods, the EA may be suessfully



26 Maiej Gªowaki, Janusz Orkiszapplied with similar e�ieny to both the onvex and non-onvex problems. However,general e�ieny of the standard EA is rather low. Therefore, the main objetive ofour researh is to develop means of an essential aeleration of the EA based solutionapproah for large, non-linear, onstrained optimization problems. Moreover, the im-proved EA should provide possibility of solving suh optimization problems, when thestandard EA methods fail. In order to obtain a signi�ant e�ieny inrease of thestandard EA, several new aeleration tehniques were introdued in it [1�3℄. Chosenstandard aeleration tehniques are onsidered as well [4�7℄. Our researh involvesanalysis of several benhmark problems that allow for a wide investigation of variousaeleration onepts. Finally, we take into aount the following long-term appliationsin our researh: residual stress analysis in railroad rails and vehile wheels [8�10℄, as wellas a wide lass of problems resulting from the Physially Based Approximation (PBA)of experimental data [10, 11℄. 2. Problem formulationWe onsider large, non-linear, onstrained optimization problems, where a searhedfuntion is given in the disrete form, e.g., expressed in terms of its nodal values. Thesenodal values are de�ned on a mesh formed by arbitrarily distributed nodes. In order toahieve an aeleration of the optimization proess, the modi�ed EA will use smoothingand balaning tehniques, solution averaging, a posteriori error analysis, non-standardparallel and distributed alulations, as well as adaptively re�ned series of meshes, andpossible ombinations of the above.3. Dediated evolutionary algorithms for large optimization problemsThe EA is preisely understood here as a deimal-oded Geneti Algorithm on-sisting of three basi operators: seletion, rossover and mutation [12℄. Signi�ant a-eleration of the standard EA may be ahieved in various ways inluding, e.g., hybridalgorithms [4, 5℄ ombining the EA with deterministi methods, development of new,problem-oriented operators as well as standard distribution and parallelization of om-putations [6, 7℄. Moreover, we have reently proposed, and preliminarily tested, sev-eral aeleration tehniques based on simple onepts [1�3℄. Partiular attention hasbeen paid to the appliation of a posteriori solution error estimation and related teh-niques [1℄. We are presenting here a brief overview of the proposed solution approah,inluding advanes in its development, and numerial results of a sample benhmarkproblem.3.1. Smoothing and balaning. Available additional information about solutionsmoothness may be used in various ways [2℄. For instane, an extra proedure based onthe Moving Weighted Least Squares (MWLS) tehnique [13, 14℄ or any other equiva-lent approximation method is applied in order to smooth the raw results obtained fromthe standard EA proedure. In problems of mehanis eah smoothing may result inthe global equilibrium loss of a onsidered body. The equilibrium may be restored bymeans of an arti�ial balaning of body fores performed after the smoothing [2, 3℄.



Advanes in development of dediated evolutionary algorithms. . . 273.2. A posteriori error analysis. Proposed a posteriori error analysis [1, 15℄ is basedon a stohasti nature of evolutionary omputations. Referene solutions required toestimate loal errors are obtained by weighted averaging of the best solutions taken fromindependent EA proesses. Information about the magnitude and distribution of theloal errors is used to improve rossover and mutation operators intensifying alulationsin large error zones. Information about the global errors may be also introdued asan additional seletion riterion. Suh a posteriori error analysis is well supported bynon-standard parallel and distributed alulations.3.3. Step by step mesh re�nement. When using an adaptive step-by-step mesh re-�nement, the analysis starts from a oarse mesh, allowing to obtain a solution muhfaster than in the fully dense grid ase. When dereasing the number of nodes, the timespent on eah iteration is redued. However, suh solution may usually be not preiseenough. In order to inrease its preision, the mesh is re�ned by inserting new nodes,based on the results of the error analysis. The initial funtion values for these nodes arefound by using an approximation built upon the oarse mesh nodal values. A generalapproah for most optimization problems may be obtained, e.g., by using the MWLSapproximation [13, 14℄. Furthermore, the mesh re�nement may also be used for gener-ation of referene solutions in the a posteriori error analysis. Suh a ombined strategy,using both tehniques mentioned above, involves the following steps:1. Evaluation of the solution on a oarse mesh.2. Smoothing of this rough solution.3. Mesh re�nement and approximation of the initial values in inserted nodes.4. Use of the obtained solution as an initial referene for the error estimation.5. Use of the weighted solution averaging for further referene solution generation,and the a posteriori error analysis.6. Repetition of the above proedure until su�iently dense mesh is reahed.4. Numerial results of benhmark problemsA variety of benhmark problems was hosen in order to evaluate the e�ieny of theproposed aeleration tehniques. In partiular, we have analyzed the residual stressesin an elasti-perfetly plasti bar subjet to yli bending, and in the thik-walledylinder made of the same material but subjet to a yli pressure. Both problemswere analyzed as 1D (taking into aount existing symmetries), and as 2D ones aswell. For instane, the following optimization problem given in the polar oordinatesfor residual stresses in a thik-walled ylinder was analyzed [9℄.Find the minimum of the total omplementary energy:(1) min
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E is the Young modulus.Typial results are shown in Fig. 1, whih presents results of residual stresses ob-tained from the thik-walled ylinder 1D analysis. They were obtained by the aeleratedEA reently developed by us, using a series of meshes and the a posteriori error analysis.The proess started with seven nodes (Fig. 1), and was ontinued until the number of3073 nodes was reahed. When using the standard EA, even for muh smaller numberof nodes, the solution annot be obtained in a reasonable number of iterations. In om-parison to the standard EA proedure, the same level of the mean solution error wasobtained about 120 times faster. Furthermore, the preision of the �nal solution hasinreased about 90 times.a) b) )
d) e)

Fig. 1. Solutions in the ross-setion obtained for subsequent initial meshes with 7, 13, 25, 49 nodesrespetively (a�d), and �nal 3073 nodes (e).
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